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1. Wspomaganie sedziéw
przez sztuczng inteligencje
- analiza prawnoporéwnawcza wdrazanych zmian

Niniejszy raport przedstawia prawnoporéwnawcze studium wdrazania systeméw sztucznej
inteligencji (AI) jako narzedzi wspierajacych prace sedziéw w wybranych jurysdykcjach.
Skupia sie on nie tylko na prawnym, ale réwniez na praktycznym wymiarze tych zmian.
Analizie zostaly poddane rézne rozwigzania wdrozone lub planowane do wdrozenia, ze
szczegbélnym uwzglednieniem trzech jurysdykeji, a mianowicie Chin, Estonii oraz Stanéw
Zjednoczonych Ameryki.

Poszczegblne panstwa przyjely odmienne podejscia do tego procesu. W Chinach roz-
winieto koncepcje ,inteligentnych sadéw”. W ramach tego podejécia Al wdrazana jest na
szeroka skale. Systemy te automatyzuja zarzadzanie sprawami, analizuja dowody i generu-
ja rekomendacje dotyczace wyrokéw. Pomimo pewnej automatyzacji procesy te pozostaja
formalnie nadzorowane przez cztowieka, ktéry zachowuje ostateczng decyzje. Dodatkowo
zastosowanie Al koncentruje sie gtéwnie na sprawach rutynowych i masowych. Niemniej
jednak trajektoria rozwoju chiniskiego modelu wspomagania sedziéw przez sztuczng inteli-
gencje zmierza sukcesywnie w kierunku przekazania kontroli algorytmom i niemal petnej
automatyzacji zarzadzania procesami przez Al Jednakze do pewnego stopnia odbywa sie to
przy ograniczonej przejrzystosci algorytméw.

Estonia jako lider w dziedzinie e-administracji wykorzystuje sztuczna inteligencje przede
wszystkim do zwiekszenia efektywnosci operacyjnej sadéw. Systemy Al wspieraja zarzadzanie
sprawami oraz prowadzenie badan prawnych, koncentrujac sie na sprawach administracyj-
nych i tych o niskiej wartosci. Model kontroli opiera sie na czeSciowej automatyzacji. W tym
ukladzie sedzia zachowuje petna kontrole nad decyzjami, a Al odgrywa tylko role doradcza.

W Stanach Zjednoczonych sztuczna inteligencja znajduje zastosowanie gtéwnie we wspoma-
ganiu pracy sedziéw w postepowaniach karnych. Duza czes§¢ rozwigzan Al stuzy do oceny ryzyka
recydywy. Systemy, takie jak COMPAS, PSA czy HART, wspieraja decyzje dotyczace wyrokéw,

zwolnient warunkowych czy aresztowan. Dodatkowo nowsze rozwigzania oparte na uczeniu
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maszynowym wspomagaja prokuratoréw i sedziéw w przewidywaniu ryzyka zwigzanego
z podejrzanymi. Ich zastosowanie koncentruje sie na sprawach majacych bezposredni wptyw
na wolno$¢ osobista, a model kontroli czesto przyjmuje forme tzw. ,czarnej skrzynki Al” (black
box AI). W tym uktadzie dane wyjéciowe sg dostarczane bez mozliwosci pelnej analizy logiki
dzialania algorytmu. Nieprzejrzystos¢ proceséw decyzyjnych sztucznej inteligencji wzmaga
kontrowersje oraz rodzi uzasadnione obawy o jako$¢ i rzetelnos¢ catego procesu.

Niniejszy raport opiera sie na publicznie dostepnych informacjach i instrumentach praw-
nych (gtéwnie w jezyku angielskim), a takze na odpowiedniej literaturze naukowej. Roz-
wazania poczynione w tym opracowaniu uwzgledniajg ztozono$¢ spraw, ich charakter oraz
przypadki, w ktérych wskazane jest (lub zostato sprawdzone) wykorzystywanie sztucznej
inteligencji do wspomagania pracy sedziéw. Poza kwestiami wdrazania opisywanych zmian
oméwione zostaly zagadnienia etyczne, kwestie przejrzystosci algorytméw oraz potencjalnej
stronniczo$ci w podejmowaniu decyzji przez organ wymiaru sprawiedliwo$ci w sprawach

karnych, wspierany przez sztuczng inteligencje.

1.1. Wstep

Sztuczna inteligencja rozwija sie nieprzerwanie od 1956 r., kiedy to po raz pierwszy na konfe-
rencji w Dartmouth oficjalnie wprowadzono koncepcje ,sztucznej inteligencji”'. Komputerowe
wspomaganie wydawania wyrokéw (Artificial Intelligence Judicature) nie jest niczym nowym,
gdyz rozwazania na ten temat siegaja przynajmniej potowy XX w.> Natomiast pierwsze
préby wykorzystania sztucznej inteligencji w systemach wymiaru sprawiedliwosci siegaja
lat osiemdziesigtych ubiegtego wieku. Niemniej jednak wiekszo$¢ opracowanych wéwczas
narzedzi byta przeznaczona dla prawnikéw, a nie sedziéw?.

W ostatnich latach wiele panistw, w tym USA i Chiny, zaciekle rywalizuje o pozycje lidera
w ramach nowego, cyfrowego wyscigu o wykorzystanie narzedzi sztucznej inteligencji‘.
Nie oznacza to, ze inne kraje dysponujace mniejszym potencjatem finansowym pozostaja
w tyle tego swoistego, technologicznego wyscigu. Przykladem do nasladowania jest Estonia,

ktéra pomimo mniejszych zasobéw nie odstaje swoim entuzjazmem oraz zaangazowaniem

' Z. Xu, Human Judges in the Era of Artificial Intelligence: Challenges and Opportunities, ,,Applied Artificial
Intelligence” 2022, vol. 36, no. 1, December, s. 2013652, https://doi.org/10.1080/08839514.2021.2013652.

2 C. Zou, Achievements and Prospects of Artificial Intelligence Judicature in China, ,Chinese Studies” 2022,
vol. 11, no. 04, 5.197-227, https://doi.org/10.4236/chnstd.2022.114016.

3 G. Lupo, Regulating (Artificial) Intelligence in Justice: How Normative Frameworks Protect Citizens from the Risks
Related to Al Use in the Judiciary, ,European Quarterly of Political Attitudes and Mentalities” 2019, vol. 8, no. 2,
s. 75-96.

* J. Kir$iené et al., Digital Transformation of Legal Services and Access to Justice: Challenges and Possibilities, ,Baltic
Journal of Law & Politics” 2022, vol. 15, no. 1, October, s. 141-172, https://doi.org/10.2478/bjlp-2022-0007.
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we wprowadzaniu narzedzi wykorzystujacych sztuczng inteligencje w ramach szerszego

projektu - e-Government.

1.2. Definicje sformutowan zwigzanych ze sztuczng inteligencja

Na potrzeby dalszych rozwazai na temat wdrazania technologii opartych na sztucznej inteli-
gencji niezbedne jest zdefiniowanie, czym s3 jej narzedzia (Artificial Intelligence, w skrécie Al)
oraz pojecia pokrewne. Na samym poczatku trzeba wspomnie¢ o programie komputerowym,
ktéry powinien byé rozumiany jako ,(...) zestaw instrukcji napisanych w jezyku zrozumia-
tym dla komputera i wykonywanym w komputerze”. Natomiast algorytm mozna rozumie¢
jako grupe programéw komputerowych, ktére wykonuja te sama czynnosé, ale w nieco od-
mienny sposéb®. Sztuczng inteligencje mozna rozumieé jako ,,(...) techniczne rozwigzanie
(domyélnie program komputerowy) wykonujace czynnos$ci bedace zazwyczaj domeng ludzi,
szczegblnie wymagajace uzycia ludzkiego intelektu. Al to maszyna, ktéra zachowuje sie
tak jak cztowiek, maszyna, ktéra mysli”. Sztuczng inteligencje mozna interpretowaé réwniez
jako konstelacje ,(...) proceséw i technologii umozliwiajacych komputerom uzupetnianie lub
zastepowanie okreslonych zadart wykonywanych w innym przypadku przez ludzi”®. Nato-
miast uczenie maszynowe to dynamicznie rozwijajaca sie dziedzina informatyki, ktéra skupia
sie na tworzeniu algorytméw zdolnych do uczenia sie i podejmowania decyzji na podsta-
wie obserwacji otaczajacego $wiata, nasladujacych w ten sposéb ludzka inteligencje®. Warto
jeszcze wspomnieé, ze odwotanie do definicji stowa ,dane” odnosi sie do ilo$ci i dostepnos-
ci danych potrzebnych do wytrenowania modelu pod katem okreslonego zadania'®. Natomiast
dane ustrukturyzowane to informacje uporzadkowane zgodnie z wcze$niej okreslonymi
zasadami (jak ma to miejsce w przypadku baz danych). Z kolei dane nieustrukturyzowane

charakteryzuja sie brakiem jednoznacznej struktury (dotyczy to np. obrazéw czy tekstéw)™.

5 J. Kir$iené et al., op. cit., s. 9.

¢ N.S. Yanofsky, Towards a Definition of an Algorithm, ,Journal of Logic and Computation” 2011, vol. 21, no. 2,
April, s. 253-286, https://doi.org/10.1093/logcom/exqO16.

7 P. Polaniski, [w:], Prawo sztucznej inteligencji, L. Lai, P. Swierczyniski (red.), Seria: Monografie Prawnicze,
Wydawnictwo C.H. Beck, Warszawa 2020, s. 5.

® M. Satterthwaite, Artificial Intelligence in Judicial Systems: Promises and Pitfalls, 16 July 2025, https://digital-
library.un.org/record/4063180?v=pdf (data dostepu: 27.10.2025), s. 3.

° I. El Naga, M.J. Martin, What Is Machine Learning?, [w:] Machine Learning in Radiation Oncology, 1. E1 Naqa
etal. (eds.), Springer Nature, 2015, s. 3-11, https://doi.org/10.1007/978-3-319-18305-3_1.

10 J. Deng, Should the Common Law System Be Intelligentized? A Case Study of China’s Same Type Case Reference
System, ,,SSRN Electronic Journal” 2018, https://doi.org/10.2139/ssrn.3267045; B.L. Liebman, China’s Courts:
Restricted Reform, ,, The China Quarterly” 2007, no. 191, s. 620-638, http://www.jstor.org/stable/20192809. JSTOR
(data dostepu: 22.10.2025).

1 High-Level Expert Group on Artificial Intelligence, A Definition of AI: Main Capabilities and Scientific Disci-
plines, European Commission, Directorate-General for Communication, 18 December 2018, s. 5.
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Przy prébie zdefiniowania terminu ,sztuczna inteligencja” warto postuzyé sie roz-
szerzong wersja definicji zaproponowanej przez Grupe Ekspertéw Wysokiego Szczebla
do Spraw Sztucznej Inteligencji przy Komisji Europejskiej (High-Level Expert Group on
Artificial Intelligence), wedtug ktérej ,[s]ztuczna inteligencja (AI) odnosi sie do systeméw
zaprojektowanych przez ludzi, ktére, majac do dyspozycji ztozony cel, dzialajg w §wiecie
fizycznym lub cyfrowym, postrzegajac otoczenie, interpretujac zebrane dane strukturalne
lub niestrukturalne, rozumujac na podstawie wiedzy uzyskanej z tych danych i decydujac
o najlepszych dziataniach (zgodnie z predefiniowanymi parametrami) w celu osiggniecia
danego celu. Systemy Al mozna réwniez projektowa¢ tak, aby uczyly sie dostosowywa¢
swoje zachowanie poprzez analize wplywu ich poprzednich dziatan na otoczenie. Jako
dyscyplina naukowa Al obejmuje kilka podejsé i technik, takich jak uczenie maszynowe
(ktérego szczegélnymi przyktadami s uczenie glebokie i uczenie ze wzmocnieniem),
rozumowanie maszynowe (obejmujace planowanie, harmonogramowanie, reprezenta-
cje i rozumowanie wiedzy, wyszukiwanie i optymalizacje) oraz robotyka (obejmujaca
sterowanie, percepcje, czujniki i sitowniki, a takze integracje wszystkich innych technik
w systemach cyberfizycznych)”'2.

Przy okazji tych rozwazan warto jeszcze rozréznié¢ generatywna sztuczng inteligencje od
predykcyjnej sztucznej inteligencji. Predykcyjna sztuczna inteligencja jest wykorzystywana
do analityki predykcyjnej. Metoda ta wykorzystuje dane z przesztosci do przewidywania,
co moze sie wydarzyé w przysztoéci. Dziata ona poprzez analize wzorcéw w danych (takich,
jak trendy czy zaleznoéci) i wykorzystanie inteligentnych programéw komputerowych do
formulowania trafnych przewidywan'. Natomiast generatywna sztuczna inteligencja nalezy
do technik obliczeniowych, ktére generuja - na podstawie danych szkoleniowych - pozornie
nowa, znaczacg treé¢ (taka jak tekst, obraz lub dZzwiek)™. Mozna dokonaé jeszcze innego
rozréznienia - na waska (staba) i 0ogélna (silng) sztuczna inteligencje, przy czym podziat
ten wywodzi sie z pierwotnych koncepcji stosowanych juz we wezesnych etapach rozwo-
ju tej dziedziny. System ogélnej (silnej) sztucznej inteligencji to taki, ktéry potrafi wykony-
waé wiekszo$¢ zadan, jakie wykonuje cztowiek. Z kolei systemy waskiej (stabej) sztucznej
inteligencji sa zaprojektowane do realizacji jednego lub kilku konkretnych zadan. Obecnie
wykorzystywane systemy Al nalezg do kategorii waskiej inteligencji. Osiagniecie ogélnej
sztucznej inteligencji wigze sie z wieloma nierozwigzanymi jeszcze wyzwaniami naukowymi

i technologicznymi. Mowa tutaj m.in. o takich zagadnieniach, jak rozumowanie oparte na

12 High-Level Expert Group on Artificial Intelligence, op. cit., s. 9.

1 A. Schweyer, Predictive Analytics and Artificial Intelligence in People Management, Incentive Research Foun-
dation, 2018, s. 1-18.

4 S. Feuerriegel et al., Generative Al, ,Business & Information Systems Engineering” 2024, vol. 66, no. 1,
s. 111-126, szczeg6lnie 111, https://doi.org/10.1007/s12599-023-00834-7.
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zdrowym rozsadku, samoswiadomo$¢ czy zdolno$¢ maszyny do samodzielnego okreslania
celu dziatania®.

O algorytmicznych decyzjach administracyjnych mozna méwié¢ wtedy, kiedy algorytm
podejmuje decyzje w pelni samodzielnie albo w sposéb pétautomatyczny (gdy ostateczna
decyzja musi zostaé zatwierdzona przez urzednika)'. Automatyzacja ustug w sektorze pu-
blicznym ma zastosowanie w wielu réznych dziedzinach, m.in. w opracowywaniu polityki,
podejmowaniu decyzji administracyjnych i §wiadczeniu ustug publicznych”.

Zamykajac rozwazania na temat definicji i wstepnych objasnien, warto jeszcze nadmie-
ni¢, ze uzyteczno$¢ systeméw opartych na sztucznej inteligencji moze sprowadzacé sie do:
szukania przyczynowosci oraz zalezno$ci wystepowania danych, tworzenia tekstéw i opra-
cowywania projektéw w ramach komunikacji z obywatelami (tak na poziomie grupowym,
jak i indywidualnym), oceny jakosci danych, automatyzacji proceséw, oceny wnioskéw oraz
wspomagania w generowaniu projektéw orzeczen oraz rozstrzygnie¢ sadowych'®. Dodatkowo
zadania stawiane przed sztuczng inteligencja muszg by¢: obliczalne (computable), algoryt-
mizowalne (algorithmizable), zréwnowazone (sustainable), stosowalne (applicable) i dostepne

z wykorzystaniem danych (data-available)®.

1.3. Transformacja cyfrowa i wyzwania Al w sgdownictwie

Rozwdj technologii Al (w tym postep w analizie duzych zbioréw danych, przetwarzaniu
w chmurze i zaawansowanych algorytmach) sprawil, ze zastosowania, ktére wczesniej byty
teoretyczne, staly sie mozliwe. Sztuczna inteligencja oferuje doskonate rozwigzanie, pole-
gajace na automatyzacji rutynowych, obszernych oraz czasochlonnych zadan. Narzedzia
wplywajace na usprawnianie pracy sadu (poprzez wprowadzenie udogodnien w dostepie do
sadéw dla obywateli oraz w kontekscie oferowania pomocy i ulepszania narzedzi potrzebnych
w pracy pracownikom sgdéw) nalezy odréznié¢ od narzedzi usprawniajacych rozpoznawa-
nie spraw?°. Dzieki wdrozeniu rozwigzan Al pracownicy sadéw moga skupi¢ sie na bardziej

zlozonym rozumowaniu prawnym oraz wspieraniu sedziéw w podejmowaniu kluczowych

1> High-Level Expert Group on Artificial Intelligence, op. cit., s. 8.

¢ 1. Pilving, M. Mikiver, A ‘Kratt’ as an Administrative Body: Algorithmic Decisions and Principles of Administrative
Law, ,Juridica International” 2020, vol. 29, December, s. 47-61, https://doi.org/10.12697/J1.2020.29.05.

7 U.B.U. Roehl, Understanding Automated Decision-Making in the Public Sector: A Classification of Automated,
Administrative Decision-Making, [w:] Service Automation in the Public Sector, G. Juell-Skielse et al. (eds.), Springer
Nature, 2022, s. 35-63, https://doi.org/10.1007/978-3-030-92644-1_3.

18 1. Pilving, M. Mikiver, op. cit.

1 J. Deng, op. cit.; B.L. Liebman, op. cit.

20 T. Szancito, B. Stepien-Zatucka, Sedzia robotem, a robot sedziq w postepowaniu cywilnym w ujeciu konstytu-
cyjnym i procesowym, ,Prawo i Wiez” 2024, nr 4(47), luty, s. 217-247, https://doi.org/10.36128/PRIW.VI47.827.
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decyzji. Jest to usprawnienie czasem okreslane jako Legal Technology (w skrécie LegalTech).
LegalTech jest to technologia prawna (dostepna dla prawnikéw), ktéra zostata zaprojekto-
wana specjalnie w celu wspierania §$wiadczenia i ulepszania ustug prawnych. Natomiast Law
Technology (w skrécie LawTech?), ktére niektérzy okreslajag mianem ,technologii prawnej”,
to pojecie szersze, obejmujace technologie zapewniajaca konsumentom bezposrednie ustugi
prawne, ktére usprawniaja i demokratyzuja dostep do prawa oraz wymiaru sprawiedliwosci.

Wprowadzanie systeméw sztucznej inteligencji do sadownictwa jest §cisle powigzane
z procesem digitalizacji i szeroko pojeta transformacja cyfrows. Kluczowym wyzwaniem
jest okreslenie, ktdére zasoby powinny zosta¢ zdigitalizowane w pierwszej kolejnosci oraz
jakie dokumenty i informacje beda tworzone i przechowywane wylgcznie w formie cyfrowej.
W tym kontekscie szczegdlne znaczenie majg bezpieczenstwo infrastruktury oraz ochrona
danych, zwlaszcza tych o charakterze niejawnym i tajnym. Niezbedne jest rozwazenie, czy
i wjakim zakresie Al moze by¢ wykorzystywana do analizy oraz przetwarzania danych wraz-
liwych. Jednoczesnie w tym wzgledzie nalezy zapewni¢ odpowiednie mechanizmy ochrony
przed nieuprawnionym dostepem. Réwnolegle nalezy podjaé decyzje, ktére informacje beda
wykorzystywane do trenowania algorytméw sztucznej inteligencji, a ktére z tego procesu
zostana wytaczone.

Widrozenie sztucznej inteligencji w sadownictwie wigze sie réwniez z koniecznoscia
zmian prawnych, ktére umozliwia elektroniczne prowadzenie spraw oraz ich przetwarzanie
przez systemy informatyczne zasilajace algorytmy Al Istotnym aspektem jest takze prze-
zwyciezenie konserwatyzmu instytucji wymiaru sprawiedliwosci i ich ograniczonej skton-
nosci do innowacji. Niemniej jednak musi to nastepowac przy jednoczesnym zachowaniu
fundamentalnych zasad sprawiedliwosci. Transformacja ta wymaga réwniez reorganizacji
pracy sadow, ktérej celami sg odcigzenie personelu, redukcja zaleglosci w rozpatrywaniu
spraw oraz zwiekszenie efektywnosci. Wszystko to musi sie odby¢ bez naruszania dotych-
czasowych standardéw dziatania i warto$ci konstytucyjnych. We wdrazaniu sztucznej inte-
ligencji w sagdownictwie pomaga wykorzystanie procesu przeksztalcenia prawa w algorytm.
Tym samym zagadnienia prawne przeksztalcane sg na format, ktéry jest tatwiejszy do zro-
zumienia i dalszego analizowania przez sztuczna inteligencje. Jest to interdyscyplinarne
wyzwanie, taczace informatyke, matematyke, logike i nauki prawne?.

Wprowadzanie rozwigzan sztucznej inteligencji zazwyczaj potaczone jest z wysitkami
zwigzanymi z szerszym digitalizowaniem oraz usprawnianiem proceséw decyzyjnych oraz

przeptywu informacji. Celem tych zmian w dalszej kolejnosci jest lepsze, bardziej skuteczne

2 C.M. Harper, S.S. Zhang, LegalTech and LawTech: Towards a Framework for Technological Trends in the Legal
Services Industry, [w:] Market Engineering: Insights from Two Decades of Research on Markets and Information,
H. Gimpel et al. (eds.), Springer Nature, 2021, s. 183-197; T. Szancito, B. Stepieni-Zatucka, op. cit.

2 N. Maslej et al., Artificial Intelligence Index Report 2025, Cornell University, https://doi.org/10.48550/
ARXIV.2504.07139.
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przetwarzanie oraz analizowanie danych?. Systemy sztucznej inteligencji muszg spetniaé
szczegblnie wysokie standardy przejrzystosci, odpowiedzialnosci i uczciwosci, aby utrzy-
ma¢ zaufanie publiczne do praworzadnosci®*. Uwzgledniajac jakiekolwiek reformy w tym
wzgledzie, za punkt wyjscia mozna przyja¢ trzy podejicia do kwestii kontroli nad danymi
oraz ich przetwarzania przez sztuczng inteligencje: (1) niemalze pelna kontrola oddana
jest osobie sprawujacej nadzér nad systemem, (2) operator ma tylko cze$ciowa kontrole
i wglad w dane przetworzone przez Al oraz istnieje (3) tryb ,sedziego Al” (Al judges), gdzie
system dziala praktycznie catkowicie samodzielnie. Bioragc powyzsze pod uwage, w kon-
tekscie polskich sadéw te role mozna by przypisaé sztucznej inteligencji we wspomaganiu
rozpoznawania spraw. T. Szancilo i B. Stepieni-Zatucka zaproponowali trzy scenariusze:
(1) Al jako asystent sedziego, (2) Al jako referendarz sadowy oraz (3) Al jako sedzia®. Asy-
stent sedziego podejmuje czynnosci umozliwiajace merytoryczne rozstrzygniecie sprawy
przez sedziego, mimo ze ostatecznie decyduje ten ostatni (w zaleznosci od sytuacji przewod-
niczacy czy tez referent) lub sad.

Jednym z powyzszych zaltozen jest, ze sztuczna inteligencja mogtaby przejaé czes¢ czyn-
nosci zwigzanych z praca sedziéw lub wspoméc przy ich wykonywaniu. Na obecnym etapie
rozwoju Al istnieje jednak ryzyko tzw. halucynacji. Wynika to z predyspozycji sztucznej in-
teligencji do udzielenia odpowiedzi niezaleznie od posiadania (czy tez nieposiadania) wiedzy
z zakresu danej materii. W przypadku braku takiej informacji prowadzi to do podawania
informacji nieistniejacych lub wprost nieprawdziwych. W ostatnim czasie pojawiaja sie
w sferze publicznej wiadomosci dotyczace halucynacji przez Al i konsekwencji z tym zwia-
zanych. Sytuacje te co prawda nie wystepowaly w kontekscie pracy sadéw, ale w przestrzeni
LawTech. Najczesciej dotyczyto to informacji, Ze osoby korzystajace ze sztucznej inteligencji
(tak prawnicy, jak i osoby prywatne) przedktadaty do sadéw dokumenty opierajace sie na
nieistniejacych danych lub nieprawdziwych szczegétach wygenerowanych dla nich przez
Al (w tym wyspecjalizowane algorytmy i powszechnie stosowane generatywne modele
sztucznej inteligencji). W wiekszosci przypadkéw sytuacje te miaty miejsce w jurysdykcjach
z systemem common law albo w systemach mieszanych. Wynika to z charakterystyki pracy
systemoéw common law i prawie precedensu. W tych jurysdykcjach za Zrédio prawa uznaje
sie historyczne wyroki sadowe, ktére w biezacych sprawach o podobnym charakterze maja
moc wiazaca, stad posiadanie umiejetnosci i mozliwo$¢ dokonywania badan prawnych

poprzednich orzeczen sa zdecydowanie bardziej istotnymi elementami pracy prawnikéw

2 B. Kaucz, Artificial Intelligence and Crime: Curated Literature Overview on Al, Crime, and Counteraction, Palgrave
Macmillan, 2026.

¢ A. Limante, M. Sukyte, Comparative Insights and Future Directions of Al in the Courts of the Baltic States, ,,Inter-
national Journal of Law and Information Technology” 2025, vol. 33, January, s. eaaf002, https://doi.org/10.1093/
ijlit/eaaf002.

2 T. Szancilo, B. Stepien-Zatucka, op. cit.
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w systemie common law niz w systemie kontynentalnym (w przewazajacej czeéci opartym
na prawie stanowionym). Posiadanie dostepu do oprogramowania, ktére oprécz zwykte-
go wyszukiwania wyrokéw umie analizowaé i syntezowaé, jest bardzo atrakcyjna forma
skrécenia czasu koniecznego na przygotowanie sie do rozpraw, niemniej jego niewlasciwe
wykorzystanie moze rodzi¢ daleko idace konsekwencje.

Mozna argumentowacé, ze wyszukiwanie w prawie skodyfikowanym nie stanowi az tak
duzego obcigzenia w poréwnaniu do konieczno$ci zaznajomienia sie z nieskodyfikowanymi
wyrokami sadéw w ramach odpowiedniej jurysdykeji. Niemniej jednak nie odbiera to istoty
i wazno$ci pracy oséb w ramach systemu prawa stanowionego. Szczegélnie chodzi tutaj o ba-
danie literatury oraz orzecznictwa sagdéw wyzszych instancji, w tym prébe poszukiwania
linii orzeczniczych?. Wtasnie w tym kontekscie istotna moze si¢ okazaé mozliwo$¢ analizo-
wania materiatu dowodowego przez oprogramowanie sztucznej inteligencji”’. Na obecnym
etapie musi sie to jednak odbywa¢ pod nadzorem osoby kompetentnej do oceny ztozonos$ci

i zasadnosci tak wytworzonych dokumentéw.

1.4. Zagadnienia etyczne w kontekscie wykorzystania Al
w sagdownictwie

Wdrazanie systeméw sztucznej inteligencji w sadownictwie wymaga szczegdlnego skupienia
uwagi na kwestiach etycznych. Jest to niezwykle istotne, zwtaszcza w kontekscie nadzo-
ru instancyjnego i niezaleznosci decyzji podejmowanych na réznych etapach postepowa-
nia. Kluczowe jest ustalenie, ktére instancje moga opieraé swoje rozstrzygniecia orzeczni-
cze na danych generowanych przez systemy Al oraz czy te same narzedzia powinny by¢
stosowane w kazdej z nich. Powielanie tych samych rozwigzan w réznych instancjach moze
prowadzi¢ do naruszenia zasady niezaleznos$ci wyzszej instancji, ktéra powinna by¢ wolna
od wplywu wezesniejszych decyzji i potencjalnej stronniczosci.

Kazdy system Al - ze wzgledu na charakter danych, sposéb ich prezentacji oraz osoby
zaangazowane w jego tworzenie - niesie ryzyko wystapienia nawet minimalnej stronni-
czo$ci. Ponowne wykorzystanie tych samych narzedzi w kolejnych etapach postepowania
moze utrudniaé korekte wczesdniejszych btedéw lub uprzedzen, ktére powstaty w wyniku
dziatania algorytmu. Dlatego niezbedne jest zapewnienie mechanizméw umozliwiajacych

niezalezng weryfikacje decyzji oraz rozpoznanie momentéw, w ktérych dane zagadnienie

2 T. Szancilo, B. Stepien-Zatucka, op. cit.

7 V.A. Laptev, D.R. Feyzrakhmanova, Application of Artificial Intelligence in Justice: Current Trends and Future
Prospects, ,Human-Centric Intelligent Systems” 2024, vol. 4, no. 3, May, s. 394-405, https://doi.org/10.1007/
$44230-024-00074-2.
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wymaga szczegllnej refleksji etycznej. Tylko takie podejscie moze zagwarantowa¢ zgodnos¢é
z zasadami sprawiedliwo$ci proceduralnej oraz konstytucyjnymi gwarancjami ochrony praw

jednostki.

1.5. Europejska Karta Etyczna dotyczgca wykorzystania
sztucznej inteligencji w systemach sagdowych

Rada Europy, za posrednictwem Europejskiej Komisji ds. Efektywno$ci Wymiaru Sprawie-
dliwosci (Council of Europe European Commission for the efficiency of justice, w skrécie
CEPEJ)*, przyjeta Europejska Karte Etyczna dotyczaca wykorzystania sztucznej inteligen-
cji w systemach sadowych i ich otoczeniu (European Ethical Charter on the use of artificial
intelligence in judicial systems and their environment). Dokument ten podkresla znaczenie
odpowiedzialnego rozwoju i wdrazania technologii AI w sektorze wymiaru sprawiedliwosci,
wskazujac pie¢ kluczowych zasad, ktére powinny by¢ przestrzegane.

Pierwsza z nich jest zasada poszanowania praw podstawowych, ktéra wymaga, aby pro-
jektowanie i wdrazanie narzedzi Al byty zgodne z fundamentalnymi prawami, w tym z pra-
wem do ochrony danych osobowych. Druga to zasada niedyskryminacji, ktéra ma na celu
zapobieganie powstawaniu lub pogtebianiu jakichkolwiek form dyskryminacji wobec oséb
czy grup spolecznych. Trzecia zasada, dotyczaca jakosci i bezpieczenistwa, odnosi sie do
konieczno$ci korzystania z certyfikowanych zrédet danych oraz tworzenia modeli w bez-
piecznym $rodowisku technologicznym, szczegélnie przy przetwarzaniu orzeczen sadowych.
Czwarta zasada to przejrzystos¢, bezstronnos¢ i uczciwosé. Norma ta zaklada dostepnosé
i zrozumialos$¢é metod przetwarzania danych oraz mozliwo$¢ przeprowadzania zewnetrz-
nych audytéw. Natomiast ostatnia zasada, pigta, podkre$la, ze cato$¢ procesu powinna by¢
»pod kontrolg uzytkownika”. W zwigzku z takim podej$ciem wskazuje sie na koniecznos¢
unikania podejscia normatywnego i zapewnienia, ze uzytkownicy systeméw Al pozostaja
$wiadomymi podmiotami, ktére zachowuja na kazdym etapie kontrole nad swoimi decyzjami.

Europejska Karta Etyczna dotyczaca wykorzystania sztucznej inteligencji w systemach
sagdowych i ich otoczeniu zostata uzupetniona szczegétowym studium na temat zastosowania

AT'w sgdownictwie. Dokument ten obejmuje m.in.: aktualny stan wdrozen, polityke otwartych

28 Council of Europe, European Ethical Charter on the use of artificial intelligence in judicial systems and their
environment, Documents and Publications Production Department (SPDP), Council of Europe, 3rd December
2018, 5. 79, https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c (data dostepu:
18.10.2025).

» T. Kerikmée, E. Parn-Lee, Legal Dilemmas of Estonian Artificial Intelligence Strategy: In between of e-Society
and Global Race, ,Al & Society” 2021, vol. 36, no. 2, s. 561-572, szczegdlnie 567, https://doi.org/10.1007/s00146-
020-01009-8.
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danych, mechanizmy uczenia maszynowego oraz analize potencjalnych korzysci i zagrozen
zwigzanych z zastosowaniem Al w sprawach cywilnych, karnych i administracyjnych®.

W grudniu 2018 r. Komisja Europejska opublikowata Skoordynowany plan dotyczacy
sztucznej inteligencji* (zaktualizowany w 2021 r.)%2. Dokument ten ustanawia strategicz-
ne ramy krajowych strategii Al, ktére panstwa czlonkowskie miaty opracowaé do poto-
wy 2019 r. Plan ten ma na celu znaczne zwiekszenie inwestycji publicznych i prywatnych
do ponad 20 mld euro rocznie w ciggu nastepnej dekady. Z tej kwoty Komisja Europejska
planuje przeznacza¢ co najmniej 1 mld euro rocznie z programéw Horizon Europe i Digital
Europe. Kluczowe dzialania obejmuja utworzenie europejskiego partnerstwa publiczno-pry-
watnego oraz sieci centréw doskonatosci badawczej A, aby wspieraé wspétprace miedzy nauka
a sektorem prywatnym. Plan zaklada réwniez dostosowanie systeméw edukacji i szkolert do
zmian rynkowych oraz koncentruje sie na budowie europejskiej przestrzeni danych i rozwo-
ju infrastruktury obliczeniowej, w tym superkomputeréw, z jednoczesnym poszanowaniem
ochrony danych. W aspekcie etycznym i regulacyjnym UE dazy do opracowania wytycznych
w zakresie wiarygodnej Al, ktéra respektuje prawa podstawowe, oraz do oceny i ewentualnej

aktualizacji obecnych przepiséw dotyczacych bezpieczeristwa i odpowiedzialno$ci®.

1.6. Zadania stawiane przed sztuczng inteligencja
w kontekscie sagdownictwa

W wiekszosci przypadkéw wprowadzane zmiany w sadach (albo zatozenia, na jakich te
zmiany sie opieraja) maja na celu kompleksowe usprawnienie funkcjonowania wymiaru
sprawiedliwo$ci*, w pierwszej kolejnosci najczesciej koncentrujac sie na poprawie pracy se-
dzidéw i sagdéw. Jest to istotne, poniewaz ma na celu doprowadzi¢ do skrécenia czasu oczekiwa-
nia na decyzje i procedowania spraw. W wielu przypadkach dazy sie réwniez do zwiekszenia
przejrzystosci i zaufania obywateli. Prébuje sie dokona¢ tego poprzez wzmocnienie poczu-
cia sprawiedliwosci i bezstronnos$ci rozstrzygnie¢ sadowych, a takze prébe zredukowania

stronniczosci sedzidéw i identyfikacje potencjalnych konfliktéw intereséw. Kluczowe jest

% T. Kerikmée, E. Parn-Lee, op. cit., s. 7.

3! Komunikat Komisji do Parlamentu Europejskiego, Rady Europejskiej, Rady, Europejskiego Komitetu Ekono-
miczno-Spotecznego i Komitetu Regionéw, Skoordynowany plan w zakresie sztucznej inteligencji, (COM(2018)
795 final), https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:52018DC0795 (data dostepu: 10.10.2025).

32 Skoordynowany plan dotyczacy sztucznej inteligencji - Przeglad 2021, zawarty w Komunikacie Komisji
do Parlamentu Europejskiego, Rady Europejskiej, Rady, Europejskiego Komitetu Ekonomiczno-Spotecznego
i Komitetu Regionéw, Wspieranie europejskiego podejécia do sztucznej inteligencji, (COM(2021) 205 final),
https://ec.europa.eu/newsroom/dae/redirection/document/95793 (data dostepu: 10.10.2025).

33 Ibidem.

% 1. Ryberg, Criminal Justice and Artificial Intelligence: How Should We Assess the Performance of Sentencing
Algorithms?, ,,Philosophy & Technology” 2024, vol. 37, no. 1, s. 9, https://doi.org/10.1007/s13347-024-00694-3.
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réwniez wdrazanie ujednolicania rozstrzygnie¢ w sagdach w calym kraju (z zastrzezeniem
kwestii niezawistoéci i niezaleznosci sedziéw). Na obecnym etapie stalo sie tez duzo fatwiej-
sze, by te wszystkie cele wspieraé poprzez wykorzystanie mierzalnych wskaznikéw wzrostu
efektywnosci oraz solidne ramy oceny tych mechanizméw.

Konkretne zastosowania Al dostosowane do potrzeb sedziéw sg zréznicowane i dynamicz-
nie ewoluuja. Sztuczna inteligencja coraz szerzej wspiera funkcjonowanie wymiaru sprawie-
dliwo$ci poprzez wprowadzanie zmiany w wielu kluczowych obszarach®. Pie¢ obszaréw, ktére
w najblizszej przyszlosci zostang znaczaco przeksztalcone przez inteligencje maszynows, to:
(1) odkrywanie i analiza informacji, (2) wyszukiwanie informacji prawnych, (3) generowanie
dokumentéw (np. automatyczne tworzenie formularzy), (4) opracowywanie pism proce-
sowych i opinii prawnych oraz (5) prognozowanie wynikéw spraw sagdowych przy uzyciu
analiz prawnych®. W zwigzku z powyzszym na obecnym etapie modele sztucznej inteligencji
umozliwiaja prognozowanie wynikéw spraw sadowych poprzez analize ogromnych zbioréw
danych z wcze$niejszych postepowani. Potrafig réwniez identyfikowaé wzorce i przewidywaé
mozliwe rozstrzygniecia czy zakresy wyrokdéw, wspierajac przy tym sedziéw w podejmowa-
niu decyzji opartych na danych dostepnych w bazach sagdowych. Narzedzia przetwarzania
jezyka naturalnego (Natural Language Processing) przyspieszaja ponadto badania prawne.
Umozliwiaja tym samym szybkie wyszukiwanie odpowiednich precedenséw, przepiséw i li-
teratury. Moze by¢ to szczegdlnie przydatne przy prébach automatycznego podsumowywania
i analizy obszernych dokumentdéw. Sztuczna inteligencja wspomaga réwniez zarzadza-
nie sprawami. Dzieje sie to poprzez usprawnienie proceséw administracyjnych, a tym samym
zwiekszenie efektywnosci pracy sadéw. Moze to mieé miejsce przy okazji rejestracji spraw,
planowania rozpraw czy zarzadzania dokumentacja. W ztozonych postepowaniach sadowych
systemy te potrafig analizowa¢ duze ilosci danych dowodowych. Jest to o tyle istotne, ze
wspomagac¢ moga sedziéw w identyfikacji kluczowych informacji i wzorcéw, ktére mogtyby
umkna¢ ludzkiej uwadze. Dodatkowo wirtualni asystenci i chatboty moga wspiera¢ sedziéw
oraz strony postepowania. Na obecnym etapie robig to, udzielajac informacji proceduralnych
i pomagajac w poruszaniu sie po systemie prawnym. Wreszcie sztuczna inteligencja znajduje
zastosowanie w automatycznym rozstrzyganiu sporéw (Alternative Dispute Resolution). Ma to
miejsce szczegblnie w przypadku spraw o niskiej wartosci lub duzej liczbie spraw. Pozwala
to na wspieranie préb mediacji, arbitrazu oraz podejmowanie wstepnych decyzji. Catos¢ tych
zastosowan moze przyczyniac sie do odcigzenia sadéw i zwiekszenia dostepnosci wymiaru

sprawiedliwosci dla obywateli.

% E. Nissan, Digital Technologies and Artificial Intelligence’s Present and Foreseeable Impact on Lawyering, Judging,
Policing and Law Enforcement, ,,Al & Society” 2017, vol. 32, no. 3, s. 441-464, https://doi.org/10.1007/s00146-015-
0596-5.

% 1.0. McGinnis, R.G. Pearce, The Great Disruption: How Machine Intelligence Will Transform the Role of Lawyers
in the Delivery of Legal Services, ,Fordham Law Review” 2014, vol. 82, no. 3041, May.
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1.7. Interoperacyjnos¢ narzedzi Al

Wprowadzajac nowe rozwigzania, tym bardziej oparte na sztucznej inteligencji, nalezy
mieé na uwadze kilka aspektéw praktycznych tego procesu. Podczas wprowadzania zmian
nie wolno réwniez zapomnieé¢, by odpowiednio przystosowac system pracy sedziéw oraz
innych 0séb odpowiedzialnych - w ramach wymiaru sprawiedliwos$ci - za jej wspomaganie.
Oprécz dostarczenia odpowiedniego sprzetu informatycznego i biurowego istnieje koniecz-
no$¢é zapewnienia odpowiednich szkolen (uwzgledniajac rézne umiejetnosci cyfrowe, tak by
wzmacniaé efektywne korzystanie z technologii) oraz wsparcia na kazdym etapie wdrazania
nowych rozwigzan i systemoéw.

Nie mniej istotnym aspektem, ktérego nie sposéb pomingé, mimo ze na pierwszy rzut oka
moze wydawac sie do$¢ oddalony od materii wspomagania sedziéw przez sztuczng inteligencje,
jest sposéb zintegrowania ze sobg réznych narzedzi informatycznych. W sytuacji wykorzystania
wiecej niz jednego systemu sztucznej inteligencji konieczna jest ich interoperacyjno$¢®. Sku-
teczne wdrozenie i wykorzystanie wymagaja uzycia systemoéw, ktdre, jezeli jest to niezbedne
lub zalecane, moga sie ze sobg komunikowac¢ i wspétpracowaé. W takich sytuacjach nie jest
konieczne tak duze zaangazowanie ludzi, wymagajace wprowadzenia podobnych lub tozsa-
mych danych do kazdego z tych systeméw z osobna. Do tego, oprécz samego zaawansowania
systeméw korzystajacych ze sztucznej inteligencji, niezbedne sa réwniez ogdlna dojrzatosé
operacyjna i administracyjna oraz odpowiednie przeszkolenie personelu sadéw. W tym kon-
tekscie wazne jest nie tylko zrozumienie zadan stawianych przed narzedziami sztucznej
inteligencji, ale réwniez ustalenie ksztaltu oraz roli, jaka te narzedzia beda odgrywaty w catym
systemie administracji sadowej oraz - szerzej - wymiarze sprawiedliwosci. Kolejna kwestia,
wydawac by sie moglo, ze drugorzedna, jest wyglad interfejsu. Niemniej jednak zastosowanie
réznorodnej i zintegrowanej funkcjonalnosci réznych narzedzi wspédtpracujacych ze soba
odgrywa kluczowa role dla funkcjonalnosci calego systemu - tak dla pracownikéw sadéw, jak
i petentéw. Ponadto istnieje konieczno$¢ odpowiedniego delegowania zadan do réznych na-

rzedzi sztucznej inteligencji, w zaleznosci od potrzeb w ramach jednego spéjnego interfejsu.

1.8. Ogdélna metodologia pracy i wykorzystania narzedzi
sztucznej inteligenc;ji

Wdrazanie narzedzi sztucznej inteligencji w systemie sadownictwa wymaga przemyslanej

metodologii. Procedura taka powinna obejmowa¢é kwestie zwigzane z wprowadzaniem,

%7 B. Kaucgz, Artificial Intelligence..., op. cit.
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przetwarzaniem oraz ochrong danych. Kluczowe znaczenie ma zapewnienie przejrzystos-
ci procesu decyzyjnego, ktéry powinien umozliwiaé przesledzenie logicznego ciggu prowa-
dzacego do wygenerowanej odpowiedzi lub rekomendacji. Taki proces musi uwzgledniac tak
o0g0blny, jak i prawny kontekst sprawy, jej poziom skomplikowania oraz wymagania stawiane
przed organami wymiaru sprawiedliwo$ci na réznych etapach postepowania.

Istotne jest réwniez zapewnienie mozliwo$ci wgladu w dane Zrédtowe, pochodzace z kon-
kretnych dokumentéw, ktére stanowily podstawe wygenerowanej rekomendacji. Dzieki temu
mozliwa jest ocena trafnosci i rzetelno$ci dziatania systemu Al. Majac na uwadze specyfike
pracy sadéw oraz charakter przetwarzanych przez nie danych, nalezy rozwazy¢ wdrozenie
systeméw umozliwiajgcych lokalne dostosowywanie ustawien na poziomie poszczegélnych
jednostek. Powinno to odbywaé sie w formie systemu zamknietego (z ograniczonym doste-
pem do danych). Takie obwarowanie ma gwarantowaé, ze wglad, zmiana i wykorzystanie
przetwarzanych informacji beda dostepne wylacznie dla z géry ustalonej i ograniczonej
liczby 0séb posiadajacych autoryzowany dostep.

W procesie decyzyjnym nalezy takze uwzglednia¢ zagadnienia etyczne. Dotyczy to réw-
niez identyfikacji momentéw, w ktérych konkretne kwestie wymagaja szczegélnej refleksji
etycznej (w tym kwestie prywatnosci danych, uczciwosci i przejrzystosci)?. System powinien
by¢ zdolny do sygnalizowania takich sytuacji oraz wskazywania potencjalnych rozwigzan
zgodnych z zasadami etyki i prawami czlowieka. Jest to niezmiernie istotne, poniewaz efek-
tywno$¢, sp6jnosé¢ oraz konsekwencja dziatania i zastosowania systeméw sztucznej inteli-
gencji nie moga by¢ osiggane kosztem uczciwosci, przejrzystosci procesu oraz etycznego

podejscia do wykorzystania tychze narzedzi.

1.9. Podsumowanie

Sztuczna inteligencja moze wspieraé wysitki sedziéw i pracownikéw sadéw na réznych
etapach, wykorzystujac systemy zarzadzania sprawami (od ztozenia wniosku i przegladu
dowodéw po sporzadzenie orzeczenia i jego egzekwowanie po wydaniu). Inne rozwigzania
wspomagaja zarzadzanie kadrami ludzkimi poprzez badanie codziennej obecnosci w pracy
oraz sposob pracy sedziéw i personelu sadowego. Tym samym mozna lepiej zarzadzac spra-
wami oraz personelem dostepnym w danym momencie.

Raport przedstawia przekrojowy przeglad zastosowan sztucznej inteligencji w sadownic-

twie, w tym celu analizujgc poréwnawczo rozwigzania wdrazane w réznych jurysdykcjach,

%8 National Civil Justice Institute, Artificial Intelligence and the Courts, Forum for State Appellate Court Judges,
2024, s.1-206, https://ncji.org/wp-content/uploads/2025/05/2024-NCJI-Report-5.6.25_WEB.pdf (data dostepu:
7.11.2025).
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ze szczegblnym uwzglednieniem Chin, Estonii i Stanéw Zjednoczonych. Niemniej jednak, aby
lepiej zrozumieé omawiang materie, powyzsza cze$¢ przedstawia ogélne zagadnienia, ktére
pozwalaja na stopniowe analizowanie problematyki, a wiec jej lepsze zrozumienie. Istotnym
elementem opracowania jest uporzadkowanie kluczowych poje¢ zwigzanych ze sztuczna
inteligencja. Wyjasnia ono tez réznice miedzy programami komputerowymi, algorytmami,
uczeniem maszynowym oraz danymi ustrukturyzowanymi i nieustrukturyzowanymi, a takze
rozréznia waska i ogdlng sztuczng inteligencje. Taki fundament terminologiczny stanowi
punkt wyjscia do dalszych analiz.

Oméwiony zostat réwniez szerszy kontekst cyfrowej transformacji sadownictwa, przy
wskazaniu wyzwan zwigzanych z digitalizacjg danych, bezpieczeristwem informacji i ochro-
ng prywatno$ci. Uwydatnione zostaty konieczno$¢ zmian legislacyjnych umozliwiajacych
elektroniczne zarzadzanie sprawami oraz potrzeba przelamywania instytucjonalnego kon-
serwatyzmu przy jednoczesnym zachowaniu podstawowych zasad sprawiedliwosci.

Znaczna uwaga po$wiecona zostala etycznym aspektom wdrazania sztucznej inteligencji
w wymiarze sprawiedliwo$ci. W niniejszym opracowaniu podkreslono réwniez konieczno$é
ochrony niezaleznosci sadéw wyzszej instancji, przeciwdziatania algorytmicznej stronni-
czo$ci oraz zapewnienia przejrzystosci i rzetelnosci procedur. W tym kontek$cie oméwiona
zostala réwniez Europejska Karta Etyki dotyczaca wykorzystania sztucznej inteligencji
w systemach sgdowych, ktéra formutuje kluczowe zasady: (1) poszanowania praw podstawo-
wych, (2) niedyskryminacji, (3) jakosci i bezpieczeristwa, (4) przejrzystosci, (5) bezstronnoéci
oraz (6) kontroli uzytkownika.

Raport wskazuje takze na szerokie mozliwosci praktycznego wykorzystania AI w pracy
sedziéw. W zwigzku z tym omoéwione zostaly rézne zagadnienia, poczawszy od wyszu-
kiwania i analizy informacji, przez badania prawne i generowanie dokumentéw, po spo-
rzadzanie opinii prawnych i prognozowanie wynikéw postepowan. Podkreslono przy tym
znaczenie interoperacyjno$ci narzedzi oraz koniecznos¢ odpowiedniego szkolenia sedziéw

i pracownikéw saddéw.
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2. Chiny

2.1. Wstep

Chiny przoduja w publikacjach i patentach dotyczacych sztucznej inteligencji oraz w wysoko-
Sci inwestycji w infrastrukture wspomagajaca prace Al Chinska strategia narodowa zaktada
ogromne inwestycje w duze zbiory danych (big data) i sztuczna inteligencje. Przedsiewziecia
te obejmuja szereg projektéw majacych na celu udoskonalenie systeméw wspomagajacych
prace sadéw, prokuratury i policji**. W zwigzku z tym Chiny sa jednym z pierwszych krajéw,
ktére zdigitalizowaly i zautomatyzowaly swéj system sagdowniczy w tak szerokim zakresie®.
W kraju tym nastroje zwigzane z wprowadzaniem i wptywem sztucznej inteligencji sa naj-
bardziej pozytywne. Wtagnie w Chinach zdecydowana wiekszo$¢ (83%) spoteczeristwa uwaza
produkty i ustugi Al za bardziej korzystne niz szkodliwe*'. Wedtug badan 44% responden-
téw przyznaje, ze sztuczna inteligencja poprawi ich ogélna sytuacje*2. Natomiast w kontekscie
rynku pracy az 62% oséb uwaza, ze Al poprawi réwniez ich sytuacje zawodowa*. Ponadto
ma to przetozenie na tatwo$¢ przekonania obywateli przez wtadze Chin odnoénie do wpro-
wadzania zmian zwigzanych ze sztuczng inteligencja, réwniez w wymiarze sprawiedliwosci.

Chinski projekt Smart Court (Inteligentny Sad) wdrazany jest zgodnie z zalozeniami
uwzglednionymi w Pigtym Piecioletnim Planie Reformy Sadu Ludowego (2019-2023)*.
W ramach tej reformy podjeto decyzje o jej stopniowym wprowadzaniu w formie pilotazu -
najpierw na mniejszg skale w celu unikniecia wiekszej liczby probleméw, co byto sensownym

dziataniem, biorac pod uwage wielko$¢ przedsiewziecia i liczbe chiniskich sadéw, ktérych

% ]. Deng, op. cit.

%0 S. Papagianneas, N. Junius, Fairness and Justice through Automation in China’s Smart Courts, ,Computer Law
& Security Review” 2023, vol. 51, s. 105897, https://doi.org/10.1016/j.clsr.2023.105897.

“ N. Maslej et al., op. cit.

2 ]. Deng, op. cit.

# N. Maslej et al., op. cit.

# §. Valentine, Impoverished Algorithms: Misguided Governments, Flawed Technologies, and Social Control, ,For-
dham Urban Law Journal” 2019, vol. 46, no. 2, January, s. 364, https://ir.lawnet.fordham.edu/ulj/vol46/iss2/4
(data dostepu: 18.10.2025); S. Papagianneas, N. Junius, op. cit.
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dotyczyta ta reforma. Z zatozenia w ramach programu Inteligentny Sad wykorzystuje sie
inteligentnych sedziéw, sterowanych przez sztuczng inteligencje w zakresie automatyzacji
zarzadzania sprawami, analizy dowodéw, a nawet generowania zaleceni dotyczacych decy-
zji prawnych. Jednymi z pierwszych funkcjonalnosci Al byty automatyczne rozstrzyganie
sporéw online (automated online dispute resolution) oraz rejestracja spraw (case registration
system). Ogélnie sposéb wprowadzenia tych przeksztalcen i ich skala rzekomo sprawiaja
(wedtug oficjalnych doniesien chiniskiej propagandy), ze system wymiaru sprawiedliwo$ci
staje sie jeszcze bardziej sprawiedliwszy dzieki wprowadzeniu sztucznej inteligencji do sa-
déw. Maja za tym przemawiaé kwestie zwigzane m.in. z ulatwieniem dostepu do wymiaru
sprawiedliwo$ci, przejrzystoécia systemu (powodujacg wyzszy poziom odpowiedzialno$ci
za jego prace) oraz szybkoscia i jednolitoscia rozstrzygania spraw (réwnga dla wszystkich
obywateli)®.

Chiny od pewnego czasu intensywnie badaja sposoby wprowadzenia sztucznej inteli-
gencji do procesu sagdowego*. Ponadto biorac pod uwage swoiste i swobodne nastawienie
do kwestii etycznych, wydaje sie, ze wtadze chiniskie nie dostrzegaja znaczacych przeszkdd
w integracji rozwigzan algorytmicznych z funkcjonowaniem sadéw, a ich stosowanie jest
nie tylko akceptowane, lecz takze systematycznie rozwijane¥. Zmiany te dotycza zaréwno
samych rozwigzan prawnych, jak réwniez doktryny prawnej. Pierwsze préby wykorzysta-
nia sztucznej inteligencji zostaly podjete przez chiniskie firmy technologiczne w zakresie
zarzadzania automatyzacja rozstrzygnieé (algorithmic moderation systems), uwzgledniajaca
mediacje i arbitraz, na platformach internetowych®. Pierwsze testy uzycia AI w ramach
systemu wymiaru sprawiedliwo$ci dotyczyty kwestii zwiazanych z: zarzadzaniem sprawami,
ttumaczeniem symultanicznym, generowaniem transkrypcji z posiedzenr sgdowych oraz
przygotowywaniem wstepnych rozstrzygniec.

Pierwsze reformy zmierzajace do komputeryzacji systemu sagdownictwa i usprawnie-
nia jego pracy za pomoca systeméw informatycznych rozpoczety sie oficjalnie w 1999 r.
W ramach Pierwszego Piecioletniego Planu Reformy Sadu Ludowego (1999-2003) skupiono
sie na zreformowaniu réznych aspektéw wymiaru sprawiedliwosci, w tym obejmujacych
usprawnienia w ramach systemu organizacyjnego Sadu Ludowego, systemu zarzadzania
sprawami (jak réwniez samego mechanizmu procesowego) oraz systemu zarzadzania fun-
duszami. Ponadto skoncentrowano si¢ na wprowadzaniu informatyzacji w sadach, uwzgled-

niajagc wyposazenie w sprzet komputerowy i system sieci komputerowe;j.

# S. Papagianneas, N. Junius, op. cit.

% RW. Campbell, Artificial Intelligence in the Courtroom: The Delivery of Justice in the Age of Machine Learning
Attitudes, ,,Revista Forumul Judecatorilor (Judiciary Forum Review)” 2023, vol. 2023, no. 2, s. 15-36, https://
heinonline.org/HOL/P?h=hein.journals/judioruie2023&i=358 (data dostepu: 21.10.2025).

#"]. Deng, op. cit.

*8 S. Papagianneas, N. Junius, op. cit.
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W kolejnym Planie Piecioletnim (na lata 2004-2008) skupiono sie na dalszych aspek-
tach, majacych na celu przebudowanie i uksztattowanie wymiaru sprawiedliwosci. W ra-
mach tych wysitkéw postawiono na modernizacje systemu postepowania sadowego, proce-
séw sagdowych, instytucji sadowych i administracji sadowej, systemu zarzadzania kadrami
sagdowymi oraz wzmocniono mechanizm monitorowania*. Nastepny Plan Piecioletni (na lata
2009-2013) objat zmianami m.in. optymalizacje podziatu funkcji i uprawnieni sadéw, wdra-
zanie polityki karnej polegajacej na fagodzeniu wyrokéw wymiaru sprawiedliwosci (uwzgled-
niajgc mozliwoéé czestszego darowania kary) oraz budowanie zasobéw ludzkich. W ramach
tych zmian wprowadzono oprogramowanie do zarzadzania procesami i oprogramowanie
do zarzadzania sprawami sgdowymi oraz rozpoczeto prace nad stworzeniem krajowej bazy
danych i informacji o sprawach sagdowych. Ponadto podjeto sie wprowadzenia, jako zlotego
standardu, transmisji rozpraw sadowych na zywo, implementowania internetowego systemu
publikacji dokumentéw (w tym orzeczeni) oraz stworzenia internetowego systemu zapytan
o informacje. Kontynuowanie reform w tym wzgledzie uwzgledniono réwniez w kolejnym
Planie Piecioletnim (lata 2014-2018). W tym czasie podjeto sie utworzenia sgdu wlasnosci
intelektualnej, reformy jurysdykcji sadéw specjalistycznych oraz $cistego egzekwowania
zasad wykluczajacych przyjmowanie nielegalnych dowodéw. Co wiecej, skoncentrowano
sie na zmianach systemowych oraz obyczajowych usprawniajacych prace sadéw. Te zmiany
skupity sie na egzekwowaniu posiadania przez osoby oskarzone odpowiedniego ubioru oraz
poprawie systemu fagodzenia kar dla oséb cheacych skorzystac ze ztagodzenia wymiaru kary
w przypadku okazania przez nich skruchy. Oprdcz tego starano sie wprowadzié¢ zréznicowa-
nie mechanizméw wspomagajacych rozwigzywanie sporéw, zreformowa¢ system wyboru
sedziéw oraz propagowaé szybka procedure orzekania w drobnych sprawach karnych.
Wezeéniej rozpoczety proces informatyzacji sprawit, ze tatwiejsze staly sie reformowanie
systemu rejestracji postepowan sagdowych oraz promowanie systemu doreczania dokumen-
téw sagdowych. Dodatkowo wprowadzono biblioteke dokumentéw (w tym orzeczen) sadéw
krajowych oraz krajowa baze danych i informacji sadowych®. Kolejne inicjatywy miaty na
wzgledzie wprowadzenie zunifikowanej platformy online, wykorzystywanej do publikacji
ogloszen sadowych, oraz wspélnej strony internetowej z ogtoszeniami dla sagdéw w catym
kraju. Chcac usprawni¢ wymiane informacji miedzy sagdami, zaplanowano utworzenie plat-
formy pozwalajacej na wglad do informacji na temat zamiany kary na alternatywna, zwolnien
warunkowych i tymczasowego wykonania kary poza wiezieniem®.

Oproécz kontynuowania wdrazania wczes$niej powzietych projektéw w Pigtym Pieciolet-

nim Planie Reformy Sadu Ludowego na lata 2019-2023 skupiono si¢ réwniez na budowie

0 C. Zou, op. cit.
50 Ibidem.
5! Ibidem.
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systemu obstugi sporéw sadowych oraz nowoczesnego systemu aplikacji dla inteligentnego
sadownictwa. W toku tych prac skoncentrowano sie na dalszym rozwoju infrastruktury
inteligentnych sadéw, optymalizacji i integracji réznych platform do obstugi spraw sado-
wych oraz stworzeniu miedzyinstytucjonalnej platformy big data do obstugi spraw. W tym
czasie starano sie zrealizowa¢ dodatkowo projekty, ktére miaty wspieraé dziatanie inteli-
gentnego sagdownictwa, a ktére koncentrowaty sie na budowie inteligentnego systemu wspo-
magajacego obstuge spraw sagdowych. Te dzialania obejmowaty utworzenie ogélnokrajowej
inteligentnej platformy glosowej (operujacej w chmurze i dostepnej dla wszystkich sadéw).
Ponadto skupiono sie na rozwoju oprogramowania i infrastruktury pozwalajacej na zdal-
ne prowadzenie rozpraw, przestuchan oraz cyfrowych wystapient sadowych. Dodatkowo
pracowano nad wdrozeniem jednolitego systemu zarzadzania elektronicznymi archiwami
oraz doskonaleniem mechanizméw zarzadzania i wykorzystania danych sgdowych®.

Réwnolegle w 2010 r. Najwyzszy Sad Ludowy Chin wprowadzit przepisy dotyczace wy-
tycznych w zakresie orzecznictwa (Guiding Cases albo Sentencing Guidelines, réwniez znany
pod nazwa Same Type Case Reference, w skrécie STCR)®. Przepisy te maja na celu nadanie
mocy wiazacej precedensom prawnym poprzez stworzenie krajowej bazy danych orzeczen
i zobowiazanie sedziéw do korzystania z rozstrzygnie¢ sagdowych wczesniejszych podobnych
spraw. System ten ma wzmocni¢ nadzér nad sedziami oraz ograniczy¢ swobode dziata-
nia sedziéw®. Jest to forma poszukiwania rozstrzygnie¢ orzeczniczych na zasadzie ,ten
sam przypadek, to samo rozstrzygniecie”*®, tym samym de facto tworzaca system wytycz-
nych w zakresie orzecznictwa dla Chin kontynentalnych. Od tego czasu zmiany w zakresie
praktyki stosowania prawa wywotuja ozywiona debate wsréd naukowcéw i urzednikéw.
Wynika to m.in. z faktu upodobnienia chifiskiego systemu prawnego do precedenséw pra-
wa zwyczajowego w systemie common law. Niemniej jednak zasadnicza réznica pomiedzy
precedensami common law a wytycznymi jest ich charakter. Wytyczne, zgodnie z reforma
z 2010 r., w przeciwienistwie do precedenséw nie miaty charakteru wiazacego. Ponadto zawsze
byly oglaszane przez Najwyzszy Sad Ludowy Chin, a nie przez poszczegélne sady wydaja-
ce rozstrzygniecia w konkretnych sprawach®.

W kolejnych latach (2015-2017)% sukcesywnie zaczeto wprowadzaé zasady, zgodnie z kté-
rymi sedziowie powinni stosowac¢ sie do decyzji wydanych przez wlasne sgdy lub sady wyzszej

instancji. Odnosi si¢ to szczegdlnie do spraw tego samego typu, rozstrzyganych przez te same

52 Ibidem.

53 J. Shi, Artificial Intelligence, Algorithms and Sentencing in Chinese Criminal Justice: Problems and Solutions,
,Criminal Law Forum” 2022, vol. 33, no. 2, s. 121-148, https://doi.org/10.1007/s10609-022-09437-5.

*¢ ]. Deng, op. cit.

5 1. Shi, op. cit.

% J. Deng, op. cit.

¥ C. Zou, op. cit.
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sady i sady wyzszego szczebla. Dodatkowo wprowadzano sukcesywnie w tym celu rozwigza-
nia informatyczne, wspierajace sedziéw w przestrzeganiu nowych zasad. W praktyce system
automatycznie powiadamia o tym, ze moze dojs¢ do rozstrzygniecia sgdowego odmiennego
od wczesniej podejmowanych decyzji w podobnych sprawach®®. W zwigzku z dziataniem
tego systemu podnoszone sg kwestie jego ograniczen. Gléwnym problemem jest fakt, ze cza-
sami sedziowie maja tendencje do ignorowania okolicznosci istotnych dla wydania wyroku,
o ktérych jednak nie wspominaja wytyczne. To powoduje zakrzywienie obrazu sprawy i brak
mozliwo$ci wydania wyroku zgodnie z rozstrzygnieciami orzeczniczymi z innych spraw i ich
okoliczno$ciami. Innym problemem jest rozpoznawanie i odpowiednie przypisywanie spraw
do siebie podobnych przez oprogramowanie sztucznej inteligencji. Ponadto elastyczno$é¢
oraz specyfika jezyka chinskiego poglebiaja ten problem®. Caloksztalt sytuacji rodzi pewne
trudno$ci w praktyce stosowania wytycznych. W przypadku konieczno$ci zmiany w ramach
wezesdniej przyjetych wytycznych oraz aby nie kontynuowaé postepowania w sprawie tego
samego rodzaju, ktéra zostata juz rozstrzygnieta, sedziowie musza przedstawi¢ wyjasnienie,
wystarczajace uzasadnienie i uzyska¢ zgode sedziego wyzszego szczebla. W przeciwnym
razie moga by¢ pociagnieci do odpowiedzialnosci oraz zostaé ukarani za niedopelnienie tego
obowigzku. Warto w tym miejscu zaznaczy¢, ze z praktycznego punktu widzenia w Chinach
orzeczenia na szczeblach okregowym i rejonowym sg krétkie i lakoniczne. Zazwyczaj pisemne
rozstrzygniecie tych sadéw zawiera zaledwie jeden lub dwa akapity®°.

Dlaczego to jest istotne? Gtéwnymi celami Chin przy tworzeniu tego systemu sg wzmocnie-
nie nadzoru nad sedziami® oraz uproszczenie systemu, co moze doprowadzi¢ do tatwiejszego
zarzadzania ryzykiem w tak obszernym systemie prawnym. Upraszczanie wykazu wyrokéw
sadowych dzieki wprowadzeniu wytycznych moze réwniez prowadzi¢ do sprawniejszego
wdrazania zmian, zmierzajacego w kierunku jeszcze wiekszego wykorzystania narzedzi
sztucznej inteligencji w ramach chiniskiego systemu prawnego. W tym celu zainicjowano
wprowadzanie wspdlnych usprawnien w postaci systeméw oprogramowania, ktdre digita-
lizuja chiniskie orzeczenia, zarzadzaja bazami danych orzeczen lub udostepniaja aplikacje
dla tych orzeczenl. Tym samym systemy te oferujg zaréwno narzedzia badan prawnych, jak
i ustugi analizy statystycznej i poréwnawczej®®. Przy takich rozwigzaniach coraz bardziej
stawalo sie realne, ze sedzia po prostu wezytuje skargi lub zapisy z rozpraw, a system oparty

na sztucznej inteligencji generuje robocze wyroki. System ten moze réwniez zasugerowa¢

58 C. Zou, op. cit.; W. Wu, X. Lin, Access to Technology, Access to Justice: China’s Artificial Intelligence Application
in Criminal Proceedings, ,International Journal of Law, Crime and Justice” 2025, vol. 81, s. 100741, https://doi.
0rg/10.1016/j.ijlcj.2025.100741.

% 1. Shi, op. cit.; Y. Kim et al., One Ruler to Measure Them All: Benchmarking Multilingual Long-Context Language
Models, arXiv, 2025, https://doi.org/10.48550/ARXIV.2503.01996.

¢ J. Deng, op. cit.; J. Shi, op. cit.

¢ J. Deng, op. cit.

¢ Ibidem.
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wstepne oraz kolejne decyzje, wyliczaé sredni wyrok (lub zakresy wyrokéw za okreslone
przestepstwa) oraz przeliczyé typowe odszkodowania (odpowiednie dla danego rodzaju
spraw). W Chinach oprogramowanie tego typu nie jest unikalne tylko dla sagdéw. Podobne
rozwiazanie zostalo opracowane i przetestowane w niektérych chinskich regionach, aby
pomdc prokuratorom w sporzadzaniu dokumentéw i podejmowaniu decyzji prokuratorskich.
Inne systemy wspieraja policje w przewidywaniu i badaniu przestepstw.

W Chinach pojawily sie solidne regionalne modele inteligentnych systeméw sadowniczych.
Dotyczy to niektérych powszechnych zastosowan, ktére obejmuja odestanie do tego samego
typu spraw, automatyczne podejmowanie decyzji o skazaniu, ujednolicone standardy dowo-
dowe i systemy profilowania danych sedziéw®. Dwa najbardziej znaczace systemy to FaXin
i ZhiShen. Na przyklad FaXin zostat opracowany przez prywatng chinska firme Gridsum.
Firma ta twierdzi, ze FaXin moze: (1) rozpoznawaé i rekomendowaé sprawy tego samego
typu, (2) tworzy¢ analizy statystyczne i (3) generowaé cze$ciowe wyroki w 26 rodzajach
spraw karnych i 21 rodzajach spraw cywilnych. Eacznie daje to mozliwo$¢ wspomagania
pracy sedziéw, obejmujacego ponad 80% wszystkich spraw®*. Kazde z tych trzech zadan
wykonywane jest przez inne oprogramowanie. Oprogramowania te s ze soba zintegrowane
w jeden spéjny system.

Juz w 2018 r. systemy te wspomagaty znaczaco prace sadéw®. Od tego czasu okolo
dwie trzecie chinskich sagdéw korzysta z systeméw automatyzujacych podstawowe za-
dania sadowe: 66% wyodrebnia podstawy powddztwa, 52% generuje informacje i uzasad-
nienia w sprawach cywilnych i administracyjnych, a 67% przetwarza informacje o oskar-
zonych w sprawach karnych. Dodatkowo 36% wyodrebnia czynniki warunkujace wyroki,
38% rekomenduje przepisy, a 32% ustala zakresy kar na podstawie wczeéniejszych orze-
czen. Chiny rozwinely réwniez cyfrowg infrastrukture sgdows. Ma to miejsce, poczawszy
od sktadania wnioskéw online po narzedzia rozpoznawania mowy i egzekwowania pra-
wa®®. Ponadto sady zostaty podlaczone do jednej z gléwnych aplikacji mobilnych, WeChat,
z wlasng dodatkows wtyczka nazwang WeChat-Court, pozwalajaca na latwiejszg wymiane
informacji oraz komunikacje z lokalnymi sadami. Rozszerzenie w aplikacji pozwala na bez-
posrednie wnoszenie i zarzadzanie mniejszymi sprawami zgodnie z zalozeniami taczenia
funkcjonalnosci Internetu i wymiaru sprawiedliwosci. Ponadto z zatozenia funkcjonalnosé
tej aplikacji ma zmierza¢ do zwiekszenia wygody obywateli, wydajnosci systemu oraz jego

przejrzystosci. Nastepna z inicjatyw dotyczaca tego systemu jest wprowadzenie w dalszej

¢ R. Wang, Legal Technology in Contemporary USA and China, ,Computer Law & Security Review” 2020, vol. 39,
s.105459, https://doi.org/10.1016/j.clsr.2020.105459.

¢ J. Deng, op. cit.

% C. Zou, op. cit.

¢ L. Lin, T. He, Annual Report on Informatization of Chinese Courts No. 2(2018), Social Sciences Academic Press
(China), s. 46-47, https://xianxiao.ssap.com.cn/bibliography/1848848.html (data dostepu: 7.10.2025).
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kolejnosci kompleksowej obstugi sporéw sadowych (one-stop litigation service). Potencjalnie
moze to by¢ w formie samodzielnej aplikacji z rozszerzona funkcjonalnoscig. Pierwsze
préby w tym wzgledzie zostaty rozpoczete przez Wyzszy Sad Ludowy prowincji Zhejiang®’.
Dodatkowo sedziowie w swojej pracy maja np. dostep do baz policyjnych, prokuratorskich
i niektérych agencji rzadowych®.

Juz 2019 r. w dwéch réznych sadach testowano rozwigzania sztucznej inteligencji
(Xiaozhi 3.0). Drugi Sad Ludowy Po$redni w Szanghaju korzystat z asystenta Al, a podczas
rozprawy sadowej system generowat transkrypcje glosowe i wskazywat na braki w dowodach.
Osobno system Xiaozhi (czasem znany jako Xiao Zhi, co oznacza ,,mata madro$¢”), dziatajacy
w sadach w Zhejiang, wykazat swojg zdolnos¢ do rozstrzygania sporéw dotyczacych pozyczek
finansowych®. Obecnie oprogramowanie Xiaozhi dziata w wersji 3.0., dzieki ktérej istnieje
mozliwoé¢ uczestniczenia w procesie oraz sporzadzania dokumentéw sadowych.

Kolejnym przyktadem wykorzystania sztucznej inteligencji do predykcji sadowych jest
oprogramowanie znane jako Maty Sedzia Bao (Little Judge Bao). Jest to oprogramowanie,
ktére dostosowano do wspomnianych wytycznych, wprowadzonych w 2010 r. Na ich pod-
stawie system moze okresli¢ ramy wymiaru kary przewidzianej w chiniskim prawie karnym.

Na koniec oprogramowanie to tworzy tabele zadania w formacie podobnym do tego, ktéry

przedstawiono ponizej™.

Podstawowe informacje Imie i nazwisko oskarzonej/oskarzonego
Fakty dotyczace danej sprawy Stowa kluczowe, np. korupcja”, ,szkoda", ,przyznanie sie do winy", ,brak skruchy”
System wymiaru kary przewidzianej Zakres odpowiedzialno$ci karnej odnoszacej sie do danej sprawy, np. powyzej 3 lat
w chifiskim prawie karnym i ponizej 10 lat pozbawienia wolnosci
Podstawowy zakres kary (C) Podstawa wymiaru kary (A) np. od 66 do 69 miesiecy
Okolicznosci zaostrzajace karg (B) np. 1 miesiac z powodu duzej kwoty
pieniedzy
Podstawowy zakres zadania (C = A + B) np. od 67 do 70 miesiecy
Skracenie kary (zwykle wyrazone Okolicznosci tagodzace (np. przyznanie sig | Zalecana warto$¢ procentowa redukcji, np.
w procentach) (D) do winy, wysoko$¢ odszkodowania) 0-60% zgodnie z wytycznymi oraz 60%

wedtug systemu sztucznej inteligencii

Zlecone zadanie ustalenia mozliwej kary (E). - od 27 do 28 miesiecy
Do jej wyliczenia stosuje sie formute
matematyczna: E =C = (1- D)

Zrédto: Thumaczenie i opracowanie wtasne na podstawie J. Shi, Artificial Intelligence, Algorithms and Sentencing in Chinese Criminal Justice: Problems
and Solutions, ,Criminal Law Forum” 2022, vol. 33, no. 2, s. 121148, https://doi.org/10.1007/s10609-022-09437-5.

¢ L. Lin, T. He, op. cit.

¢ T. Szancilo, B. Stepien-Zatucka, op. cit.

¢ Z.Li, AI and Human Judges in Chinese Courts, 2025, https://doi.org/10.2139/ssrn.5235753.
70 7. Shi, op. cit.
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2.2. Standaryzacja chinskiego systemu
wymiaru sprawiedliwosci

Kwestia standaryzacji chifiskiego systemu wymiaru sprawiedliwosci, wynikajacej z centrali-
zacji zarzadzania oraz wysokosci inwestycji w ten projekt, zaowocowala tym, ze systemy Al sa
juz zintegrowane z ponad 3000 sagdéw w caltym kraju. Wykorzystywane do tego oprogramo-
wanie opiera sie na modelach sztucznej inteligencji, ktére zostaly wytrenowane na podstawie
blisko 40 mln udostepnionych orzeczen, postanowieni sadowych oraz skarg (w formacie,
ktéry jest czytelny i mozliwy do przeanalizowania przez oprogramowanie Al). Skala oraz ro-
dzaj danych pozwalajg modelom sztucznej inteligencji na to, by dokonywaé poréwnywan
rozpatrywanych skarg oraz rozstrzygnie¢ sadowych ze sprawami z przesztosci. W tym celu
moga one identyfikowaé podobne rozstrzygniecia i generowa¢ czeSciowe oceny na podstawie
wzorcéw znalezionych w poprzednich decyzjach (lub oznaczaé sytuacje jako incydental-
na)”.. Ponadto firmy zajmujace sie budowaniem tych systeméw informatycznych zatrudnity
wielu do$wiadczonych prokuratoréw i sedziéw, aby pomogli w faktoryzacji (termin ten odnosi
sie do procesu budowania i mapowania wiedzy prawniczej, pozwalajacego na zrozumienie
tych informacji przez oprogramowanie komputerowe za pomoca drzewa decyzyjnego, sieci
neuronowych lub probabilistycznych modeli graficznych). Dzieki temu np. w przypadku
kazdego przestepstwa wykres informuje, jakie czynniki wplynely na wyrok skazujacy i kare.
Systemy te sa zdolne do kategoryzowania danych pozyskanych z dokumentéw i przypisywania
ich do odpowiednich kategorii prawnych (wtaczajac w to np. rozpoznanie statusu oskarzone-
go, jego wieku, petnoletnosci oraz kategorii, ktére wptywacé beda na jego odpowiedzialnosé
prawng). Ekstrakcji z dokumentéw podlegaja dane oséb zaangazowanych w dang sytuacje
oraz czynniki, ktére moga determinowaé wymiar kary, takie jak np. okolicznosci, w jakich
doszto do popetnienia czynu zabronionego, albo charakterystyka ofiary (jezeli taka zostata
zidentyfikowana). W calo$ci pozwala to na dokladniejsze ,wazenie” sankcji. Aby méc wy-
korzystaé tego rodzaju dane, siegnieto do uczenia maszynowego tekstéw. Wykorzystane do
tego celu dokumenty byly oznaczane tak, by uwzgledniaty dane istotne z punktu widzenia
ich zasadno$ci w procesie przygotowywania wyroku. Po tym czasie testowano dokladnosé,
z jaka systemy te radzity sobie z pozyskaniem podobnych danych z dokumentéw nieposia-
dajacych wspomnianych oznaczen.

Jest to o tyle istotne, poniewaz chiniski nie jest jezykiem o najwyzszej wydajnosci w roz-
wigzywaniu najpowszechniejszych zadan stawianych przed sztuczna inteligencja (w prze-
ciwienstwie do jezyka polskiego, ktdry jest wiodacy w zadaniach wymagajacych dtugiego

kontekstu)”. Dodatkowo system ten generuje (wraz z proponowanym rozstrzygnieciem

" ]. Deng, op. cit.
72'Y. Kim et al., op. cit.
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sadowym) liste dowoddw, oblicza $rednig kwote odszkodowania, okresla zakres kary lub
czesto$¢ wystepowania w sprawach wybranych czynnikéw. Powyzsze propozycje moga
réwniez zawieraé liste mozliwych probleméw, jakim nalezy sie przyjrzeé przed zaakcepto-
waniem wyroku. Ponadto system ten moze zaproponowaé, odpowiednio do rozstrzyganej
sprawy, istotne przepisy prawne lub propozycje odszkodowan albo kary oparte na analizie
najistotniejszych wczesniejszych spraw™. Jezeli chodzi o wysoko$¢ odszkodowania, to jest
ustalana zgodnie z wiedzg prawnikéw i praktykéw zajmujacych sie podobnymi badaniami
prawnymi, ktérych wyniki zostaly pozyskane za pomoca statystycznego modelu regres;ji.
Ponadto wszystkie czynniki, zasady decyzji i ich dokumentacja zostaty recznie zakodo-
wane na potrzeby latwiejszego przetwarzania przez algorytmy. Mialo to na celu jak naj-
lepsze uchwycenie interpretacji prawnikéw uczestniczacych w ich tworzeniu. Jednocze-
$nie oznaczanie dokumentéw odzwierciedlato rozumienie oséb, ktére je kodowaty w celu
wytrenowania sztucznej inteligencji. W ten sposéb algorytmy te uczyly sie, analizujac
etykiety nadawane przez sedziéw oraz obserwujac, ktére z ich sugestii sa akceptowa-
ne lub odrzucane. Dzieki temu mogly samodzielnie doskonali¢ swoje dzialanie wspierane
przez zawodowych sedziéw”.

Dodatkowo w ramach wzmocnienia nadzoru nad procesami zadbano o wprowadzenie
mechanizméw opartych na technologii blockchain (rejestréw zdecentralizowanych da-
nych). Tym sposobem w chiriskim sgdownictwie cato$ciowa kontrola procesu w obszarze
kontraktéw i ich rejestréw oraz zabezpieczania dowoddéw jest realizowana za pomoca
powyzszej technologii. Obejmuje to: tworzenie inteligentnych kontraktéw, uwierzytel-
nianie tozsamo$ci, podpisywanie, archiwizacje dokumentéw w blockchain oraz automa-
tyczne wykonanie kontraktu. Ponadto oprogramowanie to przekierowuje do mediacji (np.
w przypadku, kiedy dana umowa jest nie do wyegzekwowania) oraz zarzadza procesami
zwigzanymi z rejestracja spraw, rozprawg i egzekucja. Dodatkowo wprowadzono réwniez
inne rozwigzania informatyczne, w tym system umozliwiajacy elektroniczne sktadanie
pozwdéw, dokonywanie ptatnosci online oraz doreczenia elektroniczne. Ponadto system ten
integruje mechanizmy nagrdd i sankcji w stosunku do pozyczkobiorcéw, ktére wynikaja
z zastosowania metody regulacji administracyjnej w postaci Krajowego Systemu Oceny
Obywateli (Social Credit System). System ten opiera sie na promowaniu zachowar uznanych
za propanstwowe, wptywajacych na mozliwo$¢ uzyskania dodatkowych przywilejéw, oraz
na karaniu zachowan niepozadanych. Zastosowanie systemu nagrdd lub kar ma miejsce
w réznych sektorach rzadowych i komercyjnych. Na dodatek rozpoczeto budowe mobilnej

platformy obstugi postepowari sadowych’.

8 Ibidem.
7 ]. Deng, op. cit.
75 C. Zou, op. cit.
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2.3. Zmiany w podejsciu do reformowania sagdownictwa chinskiego

Kwestie etyczne majg przelozenie na wieksze zainteresowanie i rodzaj miedzynarodowej
kontroli nad systemem. W uproszczeniu - system wymiaru sprawiedliwo$ci, ktéry jest
niewydajny albo w stosunku do ktérego na arenie miedzynarodowej istnieje podejrzenie
o dyskryminacje, nieprzestrzeganie praw czlowieka i podwazanie niezalezno$ci sadownic-
twa, wplywa na odptyw kapitatu ludzkiego i finansowego oraz generuje znaczne kontrower-
sje. W zwigzku z tym, ponownie upraszczajac, kwestie etyczne i prawne stanowig wazny
watek w rozwazaniach na temat poziomu bezpieczefistwa (tak ludzi, jak i kapitatu) i ogélne-
go zaufania do systemu. Erozja tego zaufania moze mie¢ dalekosiezne konsekwencje, m.in.
finansowe. W przypadku Chin sposéb podejécia do wykorzystania sztucznej inteligencji, jako
czynnika cementujacego i centralizujacego wladze sadownicza, powoduje wieksza ostroznosé
ze strony inwestoréw. Osoby rozwazajace lokate kapitalu w takich okoliczno$ciach moga sie
obawia¢ zainwestowania kapitatu w kraju, w ktérym system sadownictwa jest mocno zalez-
ny od wtadzy wykonawczej. Moze to wynika¢ z obawy o utrate tego kapitatu w przypadku,
kiedy zaistniataby konieczno$¢ skorzystania z wymiaru sprawiedliwosci w celu dochodze-
nia swoich roszczen. Zagadnienie zbierania i agregowania duzej ilosci danych wrazliwych
réwniez powoduje pewna powsciagliwos¢ ze strony inwestoréw oraz spotecznosci miedzy-
narodowej ze wzgledu na potencjalne konsekwencje tego stanu rzeczy.

Z perspektywy wdrazania zmian w sgdownictwie za pomoca sztucznej inteligencji prace
sadowg mozna podzielié¢ na zadania tatwo rozwigzywalne przez maszyne (Readily Machine-
-Resolvable, w skrécie RMR), zadania potencjalnie rozwigzywalne przez maszyne (Possibly
Machine-Resolvable, w skrécie PMR) i zadania niemozliwe do rozwigzania przez maszyne
(Impossibly Machine-Resolvable, w skrécie IMR)”. Mozna zatem stwierdzié, ze w Chinach
postanowiono skoncentrowac sie na pierwszych dwéch przypadkach, biorac pod uwage, ze
obejmuja one proste i powtarzalne wzorce zachowan oraz czynnos$ci niezbedne do wykona-
nia przez sztuczng inteligencje. Ponadto wprowadzony zostal nadzér przez doswiadczonych
sedziéw nad ich dziataniem. Co wiecej, skupiono sie na tym, by sztuczna inteligencja przed-
stawiala sugestie w sposéb konsekwentny, ktéry bedzie akceptowany przez wspomnianych
doswiadczonych sedziéw, a jednoczesnie, by potrafita stosowaé precedensy i reagowaé na
zmiany w liniach orzeczniczych. Wprowadzenie nadzoru przez sedziéw ma rozwigzywac
problemy prawne, zapobiegaé btedom popetnianym przez sztuczng inteligencje (by méc
je naprawiaé) oraz zapewniaé sprawiedliwe §rodki zaradcze w przypadku wystepowania

pomytek lub niedociagnieé.

76 J. Deng, op. cit.
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Zgodnie z opinig wydang przez Najwyzszy Sad Ludowy Chin - w sprawie pogtebienia zmian
systemu sagdownictwa poprzez kompleksowe i zintegrowane reformy na lata 2019-2023" -
dalsze reformowanie sagdownictwa chifiskiego powinno zmierzaé w kierunku ugruntowania
centralizacji systemowej. Z zalozenia, z jednej strony, miato sie to odbywaé m.in. poprzez
wzmacnianie powigzan systemowych, hierarchii i réznych inicjatyw w ramach reform struk-
turalnych chiiskich sadéw?™. Z drugiej strony, w kontrze do powyzszych zalozen, oczekuje sie
od sedziéw, ze powinni wspiera¢ oddolng innowacyjnos¢ poprzez ochrone wolnosci twdrczej,
tolerowa¢ btedy wdrozeniowe, zachecaé do inicjatywy i eksperymentowania. Co najistotniej-
sze, sedziowie maja propagowac skuteczne praktyki i zapewnia¢ stabilne wyniki reform. Co
réwnie interesujace, opinia ta uwzglednia role partii rzadzacej w procesie tworzenia i stosowa-
nia prawa. Przektada sie to na zobowigzanie sedziéw do przyznawania priorytetu rozwojowi
politycznemu partii. Od sedziéw oczekiwano zaréwno dostosowywania polityki partyjnej do
prawa krajowego i wiaczania kierownictwa partii w reforme sadownictwa, jak i, dodatkowo,
tworzenia organizacyjnych zabezpieczenl na poziomie proceséw i egzekwowania prawa tak,
aby zapewni¢, ze sady beda podtrzymywacé przywdédztwo partii”. Wobec zmian, jakie nastepuja
dzieki rozwojowi sztucznej inteligencji, Najwyzszy Sad Ludowy Chin zobowigzat wszystkich
sedziéw, by w sposéb zdecydowany wykorzystali historyczne mozliwosci, jakie przyniosta nowa
runda rewolucji technologicznej, do wsparcia panistwa i partii. W zwigzku z tym istotg reform
systemu sagdownictwa miato by¢ wykorzystanie potegi Internetu zgodnie z chiniska Strategia
Mocy Internetu (Internet Power Strategy) oraz tworzenie inteligentnych sagdéw. Miato sie to
odbywa¢ przy uzyciu nowych technologii, takich jak sztuczna inteligencja, duzych zbioréw
danych i przetwarzania danych w chmurze. Narzedzia te s3 wyrdznione ze wzgledu na role jako
moga odgrywaé w przyspieszaniu wdrazania reformy sadownictwa, zwiekszaniu wydajnosci

systemu wymiaru sprawiedliwo$ci i unowocze$nianiu systemu rozpraw.

2.4. Wprowadzanie wytycznych oraz inne zmiany
w chinskim wymiarze sprawiedliwosci

Wprowadzenie przez Chiny wspomnianych wytycznych w zakresie orzecznictwa (Guiding

Cases) stanowito duzy krok w przekierowywaniu systemu wymiaru sprawiedliwosci w strone

77 Supreme People’s Court Opinions on Deepening the Reform of the Judicial System with Comprehensive Integrated
Reforms - Outline of the Fifth Five-Year Reform Program of the People’s Courts (2019-2023), 27 February 2019, https://
www.chinalawtranslate.com/en/supreme-peoples-court-opinions-on-deepening-the-reform-of-the-judicial-
-system-with-comprehensive-integrated-reforms-outline-of-the-fifth-five-year-reform-program-of-the-pe-
oples-courts-2019-2023/ (data dostepu: 28.10.2025).

78 Supreme People’s Court Opinions..., op. cit.

7 Ibidem.
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prawa zwyczajowego. Tym samym zwiekszono poréwnywalnos$¢ systeméw sadownictwa
chinskiego i amerykanskiego. W ramach tych zmian sagdy w Chinach zaczety publikowaé
swoje orzeczenia online, co do tej pory nie byto praktyka powszechnie stosowang w chin-
skim systemie. Tym sposobem chiniskie sady zaczety generowa¢ okoto 20 mln rozstrzygniec¢
orzeczniczych kazdego roku przy wsparciu okoto 110 000 sedziéw. W strukturze typowego
chinskiego sadu rejonowego odsetek sedziéw posiadajacych co najmniej ukoriczony licencjat
z zakresu prawa nie przekracza 50%. Dodatkowo mniej niz 30% sedziéw zdato panstwo-
wy egzamin adwokacki®. W zwigzku z tym okolicznosci, w ktérych wprowadzano te zmiany,
do pewnego stopnia tlumacza zmiane podejscia do sposobu stosowania prawa w Chinach.
Jest to m.in. zwigzane z zalozeniem, ze cze$¢ chinskich sedziéw nie posiada wystarczajacej
samokontroli i samo$wiadomosci, aby podporzadkowac sie wysokim standardom zawodowym
i etycznym wymaganym od sedziéw®.. Z jednej strony w pewnym sensie te szeroko zakrojo-
ne zmiany wdrazane przez chinski rzad stanowia podstawe stwierdzenia, ze ich charakter
wplywa na zmniejszenie juz i tak ograniczonej swobody decyzyjnej sedziéw i bezstronnosci
sadéw. Z drugiej strony system ten preferuje i wzmacnia sedziéw w sadach wyzszej instancji,
gdyz to oni nadzoruja prace sadéw nizszych instancji oraz wplywaja w znaczacy sposéb na
ich orzecznictwo.

W lipcu 2015 r. Najwyzszy Sad Ludowy Chin po raz pierwszy sformutowat podstawowe
zalozenia wspomnianego juz programu Inteligentny Sad. Zasadniczym celem tego projektu
byta modernizacja systemu wymiaru sprawiedliwosci oraz podniesienie jego zdolnosci ope-
racyjnych. Zgodnie z tymi zalozeniami miaty one nastapi¢ poprzez intensyfikacje procesu
transformacji i rozwoju infrastruktury informacyjnej oraz informatycznej, wykorzystywanej
przez chiniskie sady. Wprowadzenie i oméwienie koncepdji ,,inteligentnego sadu” daty impuls do
wprowadzania dalszych zmian, majacych na celu wzmacnianie infrastruktury oraz - w dalszym
okresie - rozwdj oprogramowania niezbednego do jej wdrazania, co zostalo réwniez uwzgled-
nione w 2016 . przy tworzeniu Zarysu Rozwoju Informatyzacji Kraju (National Informatization
Development Outline, w skrécie NIDO), wydanego przez Rade Pafistwa. Przetozyto sie to na prébe
budowania inteligentnego sagdu zgodnie z zatozeniami NIDO w celu podniesienia poziomu in-
formatyzacji w zakresie przyjmowania, rozpatrywania, wykonywania i nadzorowania spraw
sadowych. W nastepnym roku Rada Panistwa wydata bardziej szczegétowy Plan Rozwoju
Nowej Generacji Sztucznej Inteligencji®2. Sztuczna inteligencja zostata dostrzezona jako wehikut
(réwniez wykorzystany w ramach wymiaru sprawiedliwosci), pozwalajacy na promowanie

modernizacji zarzadzania spotecznego za pomoca technologii®.

% J. Deng, op. cit.; B.L. Liebman, op. cit.

8 Thidem.

8 C. Zou, op. cit.

8 B. Kaucz, Artificial Intelligence..., op. cit.
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Proces informatyzacji sadownictwa w Chinach przeszed! cztery etapy: (1) elektronizacje,
(2) usieciowienie, (3) cyfryzacje oraz (4) inteligentny rozwéj®*. Pierwsze zalozenia infor-
matyzacji opieraly sie na utworzeniu Krajowego Centrum Informacji Gospodarczej, ktére
odpowiadato za budowe krajowego systemu informacji gospodarczej (w tym réwniez wspo-
maganie wysitkéw zmierzajacych do wprowadzania stopniowej digitalizacji zasobéw). Wraz
z dostarczaniem sprzetu komputerowego do sagdéw od 2006 r. rozpoczeto digitalizacje plikéw,
ktéra ukonczono dekade pézniej, tj. w 2016 r. Drugim etapem byto zbudowanie infrastruktury
sieciowej. W tym okresie osiem wyzszych sadéw ludowych (w Pekinie, Liaoning, Szanghaju,
Jiangsu, Fujian, Henan, Guangdong i Hainan) zakoriczyto budowe lokalnej sieci komputerowej
i zasadniczo zrealizowalo informatyzacje calego zarzadzania procesem sgdowym. Prace te
ukonczono w 2016 r., kiedy ukoniczono prace nad krajows sieciag sadowa. W praktyce ozna-
czalo to, ze wszystkie 3520 sagdéw oraz znajdujace sie w nich 9277 sal rozpraw (wlaczajac
w to sady morskie w calym kraju oraz sad w Tybecie) potgczono z siecig sadowsg (zaréwno
przewodowg, jak i bezprzewodowa). Sieé ta sktadala sie z pieciu sieci specjalnych: (1) zapew-
niajacej dostep do Internetu, (2) prywatnej sieci sadowej, (3) prywatnej sieci z mozliwoécia
przesylania danych w trybie tajnym, (4) zewnetrznej sieci prywatnej i (5) prywatnej sieci
mobilnej. Cata infrastruktura sieciowa zapewniata mozliwo$¢ zdalnego sktadania dokumen-
tow oraz zdalnego prowadzenia sporéw i posiedzen sadowych. Tym samym podjeto decyzije
o wprowadzeniu pilotazowego programu ustug (w siedmiu wyzszych sadach ludowych, w tym
w Pekinie, Szanghaju i Zhejiang), ktéry - w ostatecznym rachunku - miat zapewnié mozliwo$é
skladania pozwéw miedzyregionalnych w catym kraju. Kolejnymi celami byty usprawnienie
procesu $cigania (zlozenia aktu oskarzenia), wnoszenia pozwu oraz przedstawiania dowo-
déw oraz sprawniejsze przeprowadzanie rozpraw sagdowych i wydawanie wyrokdéw, ktére
mogly by¢ dokonywane w trybie online. Tym samym od tego momentu sprawy mogty by¢
rejestrowane na biezgco, na kazdym etapie postepowania. Doprowadzito to do swoistej i nowej
wersji sadow internetowych, ktére powstaly w pézniejszym czasie w Pekinie i Szanghaju.
W 2020 r. - w zwiagzku z wybuchem pandemii COVID-19 - pozostale sady zaczely rozwazaé
mozliwo$¢ zdalnego przestuchania za posrednictwem platformy internetowej.

Trzecim etapem informatyzacji sadownictwa w Chinach bylo utworzenie najwiekszej
na $wiecie bazy danych i informacji zwiazanych ze sprawami sagdowymi. Dzieki temu roz-
wigzaniu sady krajowe uzyskaly dostep do elektronicznego systemu synchronicznego ge-
nerowania plikéw przytaczonych do konkretnych spraw i orzeczert. W ramach kolejnych
udogodniert w grudniu 2015 r. Sieé Chifiskich Dokumentéw Sadowych (Chinese Judicial
Documents Network, w skrécie CJDN) zostata zaktualizowana i dzieki temu pojawita sie

mozliwos¢ korzystania z dokumentéw sadowych w jezykach narodowych, w tym: mongol-

8 C. Zou, op. cit.
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skim, tybetaniskim, ujgurskim, koreaniskim i kazachskim. W 2020 r. 13czna liczba doku-
mentéw w sieci CJDN przekroczyta 100 mln, a catkowita liczba odwiedzin wyniosta prawie
48 mld. Dodatkowo skupiono sie na stworzeniu dostepu do tych danych przez obywateli za
pomoca platformy internetowej, ktéra miata by¢ aktualizowana co pie¢ minut. W zwigzku
z tym w 2016 r. oficjalnie uruchomiono chiriskg strone internetows, poswiecong otwarte-
mu dostepowi do rozpraw sadowych. Uzytkownicy w czasie rzeczywistym moga obejrzeé¢
transmisje z rozpraw lub kliknaé w ikonke ,Przeglad sprawy”, aby zobaczy¢ nagrania wi-
deo z juz odbytych rozpraw. Platforma ta posiada odpowiednig funkcjonalno$¢, np. strony
postepowania - po wybraniu opcji ,Wyszukiwanie sprawy” oraz wprowadzeniu numeru
dokumentu i hasta - moga uzyska¢ dostep do informacji o sprawie. Oprécz tego moga one
nawigza¢ kontakt z sedzia, odebra¢ elektroniczne doreczenia oraz monitorowaé przebieg
postepowania. Podejscie to miato sprzyjaé wiekszej przejrzystosci calego systemu wymiaru
sprawiedliwoéci oraz propagowaé ,sprawiedliwo$¢ wizualng”, a tym samym wptywaé na
etyczne i epistemiczne przedstawianie prawa jako pewnej formy albo obrazu odmiennego
od uzywanego w dyskursie dziennikarskim czy kulturze popularne;j®*. W tym samym okre-
sie (okolo 2016 r.) rozpoczeto prace nad tym, by poszczegélne systemy zostaly potaczone,
co miato umozliwiaé¢ automatyczne generowanie raportéw statystycznych dotyczacych catego
wymiaru sprawiedliwosci®.

Czwartym i ostatnim etapem bylo zastosowanie sztucznej inteligencji w praktyce sagdowej
w Chinach. Juz w 2006 r. podjeto pierwsza probe wykorzystania Al. Miato to miejsce w Sa-
dzie Rejonowym w Shandong-Zichuan. Specjalnie dla tego sadu opracowano zestaw nieza-
leznego oprogramowania do wydawania wyrokéw. System mégt dokonywac odpowiednich
ocen na podstawie wprowadzonych okolicznosci sprawy, uwzgledniajgc przy tym przepisy
prawa. Niemniej jednak ze wzgledu na ograniczenia samej technologii sztucznej inteligencji
na tamtym etapie oraz kontrowersje spoteczne, jakie wywotato jej wdrozenie, zaprzestano
wykorzystania tego oprogramowania i zarzucono jego dalsze rozwijanie®. W innej chiriskiej
prowincji, Zhejiang, do 2018 r. odnotowano okoto 5000 przypadkéw niebezpiecznej jazdy
lub kradziezy (co stanowi ponad 70% przypadkéw objetych uproszczonymi procedurami),
odnoénie do ktérych algorytmy sztucznej inteligencji wyodrebnity czynniki i rekomendowaty
rozwigzania pod nadzorem sedzidéw®s.

Kolejna z oddolnych inicjatyw, jaka miata wptyw na implementowanie rozwigzan sztucz-
nej inteligencji w Chinach, byto wdrozenie kompleksowej strategii rozwojowej w sadzie

w Szanghaju. W 2013 r. proces ten rozpoczal sie i obejmowat trzy kluczowe inicjatywy:

8 A. Careddu, P. Vargiu, Visual Justice and the Aesthetic Construction of the Trial, ,Amicus Curiae” 2025, vol. 6,
no. 3, July, s. 618-639, https://doi.org/10.14296/ac.v6i3.5787.

8 C. Zou, op. cit.

87 Ibidem.

% J. Deng, op. cit.; B.L. Liebman, op. cit.
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strategie Big Data, dziatanie Internet Plus oraz dziatanie z zakresu sztucznej inteligencji.
System ten jest znany pod nazwg Szanghajskiego Inteligentnego Systemu Pomocniczego
do Obstugi Spraw Karnych (Shanghai Intelligent Auxiliary Case Handling System for Criminal
Cases, nazywany réwniez szanghajskim Systemem 206%°). Celem tych dziatari byto stworze-
nie koncepcji ,sadu opartego na danych” oraz ,inteligentnego sadu”. W catosci te inicjatywy
stanowily etap przejéciowy od cyfryzacji do pelnego zaangazowania sztucznej inteligencji
w funkcjonowanie wymiaru sprawiedliwo$ci. Wspomniana strategia zakladata integra-
cje wiedzy eksperckiej, algorytméw modelujacych oraz zasobéw danych. Takie podejscie
miato umozliwi¢ jednoczesne osadzenie jednolitych i stosowalnych standardéw dowodowych
w strukturze programu przetwarzajacego dane. Od 2018 r., korzystajac z tych rozwigzan,
zaczeto implementowaé podobne koncepcje w skali ogélnokrajowe;j®.

W czerwcu 2019 r. firma Alibaba uruchomita system AI Judge (Sedzia Al), ktéry opra-
cowal kompleksowa mape wiedzy, dotyczaca postepowan w sprawach sporéw transak-
cyjnych. System ten umozliwia szybkie analizowanie sprawy oraz generowanie reko-
mendacji orzeczniczych w bardzo krétkim czasie. W tym samym czasie wspiera on prace
sedziéw w Internetowym Sadzie w Hangzhou. Réwniez w czerwcu 2019 r. podobne rozwig-
zanie, o nazwie Al Virtual Judge (Wirtualny Sedzia Al), zostato zaprezentowane przez firme
Sogou i zastosowane w Internetowym Sadzie w Pekinie. W tym drugim przypadku wyko-
rzystano wizerunek jednego z sedziéw tego sadu jako awatar komunikujacy sie ze stronami
w czasie rzeczywistym (przez 24 godziny na dobe). Z systemu tego mozna réwniez korzystaé
na urzadzeniach mobilnych®.

Oprécz wspomnianych podmiotéw w procesie rozwoju inteligentnych sadéw w Chinach
uczestniczy szereg wyspecjalizowanych firm technologicznych.

1. Thunisoft jest liderem w dziedzinie informatyzacji sadéw oraz twoérca systemu
Rui Trial, ktéry zostal wdrozony m.in. w Najwyzszym Sadzie Ludowym Chin w Pekinie
oraz w ponad 10 prowincjach.

2. iFlytek jestjednym z czotowych przedsiebiorstw zajmujacych sie tematyka Al Specja-
lizuje sie w technologii rozpoznawania mowy. Systemy inteligentnego sadu tej firmy
wdrozono w 31 prowincjach i zainstalowano w ponad 4200 salach rozpraw.

3. CHNSYSjest sp6tka zalezng Jiugi Software, ktéra odpowiada za wdrazanie chmurowych
rozwigzan dla sagdéw.

4. TDH jest firma specjalizujaca sie w budowie systeméw informatycznych dla sadownic-

twa oraz twérca aplikacji Intelligent Execution, wdrozonej w sadzie w Nantong.

8 W. Wu, X. Lin, op. cit.
0 C. Zou, op. cit.; W. Wu, X. Lin, op. cit.
°1 C. Zou, op. cit.

USTROJ ORGANOW WYMIARU SPRAWIEDLIWOSCI 2025




Btazej Kaucz 34

5. YunjiaCloud jest wylacznym partnerem Alibaba Cloud, réwniez dzialajacym dla sa-
downictwa. Firma ta koncentruje sie na analizie danych sagdowych.

6. Xinshiyun jest dostawcg ustug chmurowych dla transmisji wideo z rozpraw sagdowych.
Jest tez odpowiedzialny za budowe najwiekszego centrum danych wideo, generowa-
nych dla proceséw sadowych w Chinach.

7. Eastsoft jest firmg obecna w sektorze od 1996 r., ktéra obstuguje ponad 300 sadéw

w zakresie kompleksowej informatyzacji proceséw sadowych®.

2.5. Inne ciekawe rozwigzania wspomagajace prace sadéw

Wspdtpraca miedzy firmami technologicznymi a systemem wymiaru sprawiedliwos$ci prze-
biega na réznych poziomach, czasem skupiajac sie na bardzo prozaicznych sprawach. Ma
to miejsce np. podczas wdrazania automatyzacji proceséw wspierajacych prace sadéw oraz
wykorzystania aplikacji mobilnych przez sady do komunikowania sie z obywatelami. W tej
konkretnej konfiguracji upewniono sie, ze aplikacje te wspéldziataja zgodnie z systemami
operacyjnymi telefonéw dostepnych w Chinach. Przyktadem jest szeroko stosowana meto-
da elektronicznego doreczenia za pomoca tzw. ,wyskakujacego okna”. W celu zapewnienia
skutecznego doreczenia tresci wiadomosci SMS wysylanej przez sad na telefon odbiorcy
zadbano, by nie byta ona blokowana przez oprogramowanie antywirusowe ani ustawienia
urzadzenia mobilnego. Dodatkowo, niezaleznie od trybu telefonu (czy jest aktywny, czy
w trybie czuwania), zostaje on natychmiast zablokowany, a jego odblokowanie nastepuje
po aktywacji wyswietlacza i dopiero po zapoznaniu sie z zawarto$cig wiadomo$ci wystanej
przez sad. Kolejne rozwigzanie, ktére znacznie poprawito efektywnos¢ rozpraw sadowych, to
automatyczny system rozpoznawania mowy. System ten pomaga, wykorzystujac technologie
rozpoznawania mowy, nie tylko w samej transkrypcji rozprawy, ale réwniez automatycz-
nym generowaniu aktu oskarzenia albo wyroku (szczegélnie w przypadku spraw stosunko-
wo prostych, w tym obejmujacych niebezpieczng jazde, spory dotyczace matych pozyczek
albo zwigzane z polityka jawnoéci informacji publicznej).

Innym ciekawym rozwigzaniem jest wykorzystanie systemu OCR (Optical Character Reco-
gnition, czyli ,optyczne rozpoznawanie znakéw”) do identyfikowania znakéw i catych blokéw
tekstu np. z pliku graficznego albo ze skanowanej strony dokumentéw. Dzieki pozyskiwaniu
informacji zwigzanych z rozprawami sadowymi dane te moga zosta¢ przetworzone przez mo-
del glebokiej sieci neuronowej. Ponadto dane moga zosta¢ wykorzystane do automatycznego

pozyskiwania informacji o sprawie z dokumentéw, takich jak np. decyzja o zatrzymaniu, akt

%2 C. Zou, op. cit.; W. Wu, X. Lin, op. cit.
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oskarzenia czy wyrok®. Dalszoplanowym zastosowaniem sztucznej inteligencji w wymiarze
sprawiedliwoéci (nie bezpo$rednio, by wspieraé prace sedziéw), niemniej jednak zastuguja-
cym na rozwazenie, jest kwestia inteligentnej pomocy prawne;j. Jest to forma wzmacniania
jednej ze stron postepowania, w ktérym wykorzystuje sie technologie automatycznego
tworzenia dokumentéw oraz rozwigzywania sporéw online. Takie rozwigzanie ma na celu
usprawnienie i wspomozenie pracy prawnikéw, a tym samym zwiekszenie dostepnosci

podstawowej pomocy prawnej.

2.6. Podsumowanie

Podobnie jak w innych jurysdykcjach, w Chinach nastapita skokowa zmiana liczby rozpa-
trywanych spraw przez sedziéw. Pozostawalo to w zwigzku ze zmianami struktury demo-
graficznej Chin oraz zmianami spotecznymi wywotanymi bogaceniem sie spoteczenstwa.
Narastajaca dynamika oraz ztozono$¢ przemian spotecznych przyczynity sie do istotnych
modyfikacji w strukturze i funkcjonowaniu spoteczeristwa. Mozliwo$¢ korzystania z ustug
systemu wymiaru sprawiedliwo$ci w rozwigzywaniu konfliktéw spotecznych - w coraz
bardziej skomplikowanej konstelacji spotecznej - zwiekszylo tylko na niego presje®.

W Chinach caly proces wdrazania rozwigzan sztucznej inteligencji nie przebiegal w pierw-
szych fazach w sposdb jednorodny. W wielu miejscach testowano, niezaleznie od siebie,
mozliwos$ci wdrozenia AI we wspomaganiu sedziéw i sadéw. Nastepowalo to z réznym
skutkiem i przyjeciem spotecznym. Poczatkowo pierwsze inicjatywy w tym zakresie spo-
tkaty sie z bardzo chtodnym (a czasem wrecz nieprzyjaznym) przyjeciem przez obywateli.
W konsekwencji przektadato sie to na konieczno$é wstrzymania prac (lub ich zakoriczenia)
nad wdrazaniem sztucznej inteligencji w niektérych sadach chinskich. Wraz z uptywem
czasu i zwiekszeniem akceptacji spotecznej dla tego rodzaju rozwiazain coraz wiecej inicjatyw
zostato wspartych w sadach réznej instancji. W efekcie niektdre z nich, ze wzgledu na swdj
sukces, zostaly zaimplementowane na poziomie krajowym. Jednym z wazniejszych mecha-
nizméw wsparcia tej przemiany technologicznej byto podejscie do cyfryzacji i informatyzacji
sadéw. Zbudowano w tym celu odpowiednig infrastrukture informatyczna w poszczegdl-
nych sadach oraz sie¢ wymiany danych pomiedzy wszystkimi sadami. Wtasnie w tym celu
skupiono sie na stworzeniu odpowiednich baz danych, z ktérych wszystkie sady mogtyby

korzysta¢ do celéw komunikacji pomiedzy soba. W dalszej kolejnosci te dane postuzyty do

% Ibidem.

* B. Kaucz, Artificial Intelligence..., op. cit.; B. Kaucz (ed.), Polish Contributions to Criminology, Springer Nature,
2025; B. Kaucz, The Militarisation of Behaviours: Social Control and Surveillance in Poland and Ireland, 1st Ed., Critical
Criminological Perspectives Series, Springer Nature, 2022.
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tego, by zacza¢ trenowacé na ich podstawie algorytmy sztucznej inteligencji pod nadzorem
i wraz z zawodowymi sedziami. Takie podejscie pozwolilo na eliminowanie kolejnych ble-
déw oraz uszczegétowienie i uaktualnianie oprogramowania sztucznej inteligencji. Jednym
z istotnych podej$¢é na dalszych etapach tego procesu byto nastawienie na zbudowanie spéj-
nego systemu, ktéry bylby wewnetrznie dopracowany, a jego wszystkie elementy byly ze
sobg jak najbardziej kompatybilne.

Na skutek systematycznego wdrazania AI w sagdownictwie juz na tym etapie moze ona
wspiera¢ tworzenie dokumentéw, analize spraw, przetwarzanie danych oraz podejmowaé
pewne decyzje. W Chinach sztuczna inteligencja zostata skutecznie wdrozona m.in. po to,
by poméc w wyszukiwaniu informacji, sporzadzaniu dokumentéw, analizie dowodéw, wyda-
waniu wstepnych rozstrzygnie¢ orzeczniczych oraz by zmniejszy¢ zaangazowanie sedziow
i personelu w sadach w codzienne czynnosci pochlaniajace za duzo czasu pracy. Wymagato
to zmiany w podejéciu do sposobu zbierania i przetwarzania danych (w tym duzych zbioréw
danych sadowych). Dla tatwiejszego rozpoznawania informacji przez algorytmy sztucznej
inteligencji postanowiono wiec sprébowaé zakodowac przepisy prawne w formie regut
technicznych przy wsparciu uczenia maszynowego. Wszystko to odbylo sie z poparciem
sedziéw zawodowych.

W systemie sgdowniczym coraz wieksza role odgrywaja technologie oparte na Al Obej-
muja one m.in. zautomatyzowane planowanie i zarzadzanie sprawami, analize prawng oraz
generowanie dokumentdéw. Sztuczna inteligencja wspiera przewidywanie przebiegu spraw
i prognozowanie ich wynikéw, a takze umozliwia przeglad oraz ocene materiatu dowodowe-
go. Wprowadzane sg réwniez rozwigzania, takie jak wirtualni sedziowie oraz internetowe
mechanizmy rozstrzygania sporéw. W Chinach funkcjonuja systemy oprogramowania od-
powiedzialne za cyfrowe przetwarzanie orzeczen, zarzadzanie bazg danych wyrokéw oraz
ustalanie ich zastosowania. Systemy te pozwalajg takze na $§wiadczenie ustug w zakresie
badan i poréwnan prawnych oraz analiz statystycznych. Ponadto sedzia zobowigzany jest
skonsultowaé swoja decyzje z systemem Al. W przypadku niezgodnosci z jego rekomenda-
cja musi sporzadzi¢ krétkie uzasadnienie, ktére stuzy dalszemu doskonaleniu algorytméw
decyzyjnych, a sama decyzja podlega dodatkowej kontroli sedziéw wyzszego szczebla®.

Niektdre z celéw wprowadzania rozwiazan sztucznej inteligencji dotyczyly zmniejszenia
obciazenia praca sedziéw, jednolitego stosowania prawa oraz przyspieszenia czasu rozpa-
trywania spraw, np. w ramach pracy Internetowego Sadu w Pekinie asystent AI redukuje
zaangazowanie sedziéw w prace administracyjng o niemal potowe®. Jednak istniejg powaz-

ne obawy dotyczace potencjalnego btedu algorytmicznego w wytrenowanych danych oraz

% T. Szancilo, B. Stepieni-Zatucka, op. cit.
% M. Guo, Internet Court’s Challenges and Future in China, ,Computer Law & Security Review” 2021, vol. 40,
s.105522, https://doi.org/lO.lO16/j.clsr.2020.105522.
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ograniczenia ludzkiej swobody decyzyjnej (a tym samym niezaleznoéci sagdéw i niezawistosci
sedziéw). Kolejng kwestig jest kierowanie sie niemalze wylgcznie zaleceniami sztucznej
inteligencji. Dodatkowo pomijanie przez te systemy rekomendacji sedziéw moze rodzié
zagrozenie dla ochrony podstawowych praw czlowieka. Przyczynia sie to do destabilizacji
rozwigzan i rozstrzygnie¢ prawnych oraz zmiany w charakterze i sposobie sprawowa-
nia wtadzy sadowniczej, ktéra powinna - co do zasady - byé gwarantem (indywidualnej)
sprawiedliwo$ci. W konsekwencji nie powinien dziwi¢ fakt, ze stawiane sg pytania doty-
czace autonomii sgdownictwa, prywatnosci danych i praw cztowieka. Dodatkowo dochodzg
jeszcze obawy o to, ze sztuczna inteligencja (ze wzgledu na swéj potencjal) zostanie uzyta
do egzekwowania dyrektyw politycznych lub kontrolowania przeptywu informacji, a nie
tylko do usprawniania sagdownictwa. Podsumowujac, z zatozenia chinski system wymiaru
sprawiedliwo$ci z czasem bedzie mial mozliwos¢ rozpatrywania coraz wiekszej liczby spraw

przy coraz mniejszym zaangazowaniu oséb pracujacych w sadach.
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3. Estonia

3.1. Wstep

Estonia jest swiatowym pionierem w dziedzinie cyfrowych ustug publicznych®. Historia
sukcesu tego kraju w obszarze ICT (Information and Communication Technology), rozumianym
jako integracja telekomunikacji, komputeréw i innych technologii utatwiajacych tworzenie,
przechowywanie, zarzadzanie i przesylanie informacji, rozpoczela sie od utworzenia plat-
formy X-Road, ktéra byta rozproszona warstwa wymiany danych dla rejestréw i systeméw
informatycznych®. Od lat Estonia wprowadza sukcesywnie ustugi e-Rzadu (e-Government)
oraz szerszego projektu - e-Estonia. W ramach tych programéw powstaty inicjatywy, takie
jak np. e-Rezydencja (e-Residency programme) oraz Cyfrowa Ambasada w Luxemburgu (Digital
Embassy)®. Jednym z podstawowych zatozeri projektu e-Estonia (wynikajacych z zagrozen
z zewnatrz) jest mozliwo$¢é przejicia w stan zdalnego zarzadzania krajem w przypadku wy-
stapienia ryzyka, jakim jest najazd obcego mocarstwa na ten nadbattycki kraj. Tego rodzaju
obawy nie sg bezpodstawne. Jest to widoczne w szczegdlnosci w kontekscie dziatan hybry-
dowych, ktére maja demobilizowa¢ spoteczenistwo. Jednoczeénie inicjatywy te sa wdrazane
w sytuacji, w ktérej rosyjskie media forsujg narracje o tym, ze Rosja w razie inwazji przej-
mie Estonie w jeden dzienl. W zwigzku z powyzszym zastosowanie technologii opartych na
sztucznej inteligencji wpisuje sie w szerszy trend cyfryzacji estoriskich ustug panstwowych.
Estonia, biorac pod uwage stan zaawansowania prac nad wdrazaniem rozwigzan sztucznej
inteligencji, zdecydowanie prezentuje sie jako jedno z wiodacych spoteczenstw cyfrowych!®.

Jak juz zostalo wspomniane, Estonia sukcesywnie wdraza nowoczesne technologie, uznajac
digitalizacje za jeden z kluczowych priorytetéw'* dla ochrony swoich obywateli i paniistwo-

wosci. W ramach tych wysitkéw, zmierzajacych do mozliwie najpelniejszej digitalizacji pan-

 A.Limante, M. Sukyte, op. cit.

% T. Kerikmée, E. Parn-Lee, op. cit.
% Ibidem.
100 T Kir$iené et al., op. cit.

101 A, Limante, M. Sukyte, op. cit.
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stwowej aktywnosci, kraj ten dazy do wykorzystania sztucznej inteligencji do celéw pu-
blicznych. Czescia tego szerszego podejscia byto wdrazanie AI na potrzeby systemu sa-
downiczego'®. Aktywno$¢ Estonii w tej przestrzeni wywiera réwniez pozytywna presje na
kraje sasiadujace, tzn. Litwe i Lotwe, w ich dazeniach do wprowadzania cyfryzacji ustug
panstwowych. Wedtug badan Rady Europy oraz Europejskiej Komisji ds. Efektywnosci Wy-
miaru Sprawiedliwoéci (Council of Europe European Commission for the Efficiency of Justice,
w skrécie CEPE]), ktére analizuja funkcjonowanie systemu sagdownictwa (w tym cyfrowy
dostep do wymiaru sprawiedliwoéci, zarzadzanie sprawami i wsparcie decyzyjne), we wszyst-
kich trzech panistwach baltyckich wskaZniki wdrazania ICT przewyzszajg mediane Rady
Europy (4,16). Dla poszczegélnych krajéw battyckich wskazniki te s3 odpowiednio wysokie -
7,86 (Estonia), 7,57 (Eotwa) oraz 6,10 (Litwa). Jezeli chodzi natomiast o wykorzystanie ICT,
to znowu przoduje Estonia (ze wskaznikiem 7,6). Natomiast Litwa i Lotwa wykazuja sie
wskaznikami, odpowiednio, na poziomie 5,4 oraz 5,12!°°. Podobnie sprawa wyglada, jesli
przyjrze¢ sie unijnej tablicy wynikéw wymiaru sprawiedliwosci z 2024 r., ktéra przedstawia
cyfryzacje systeméw wymiaru sprawiedliwoéci (m.in. wykorzystanie technologii cyfrowych
przez sady i prokuratury). W tym zestawieniu Estonia zajmuje 1. miejsce w Unii Europejskiej,
a Litwa i Lotwa plasuja sie, odpowiednio, na 11. i 12. miejscu'®.

Fakt, ze Estonia jest znacznie mniejsza jurysdykcja niz Polska, pozwala jej na wieksza
elastyczno$¢ adaptacji do innowacyjnych rozwigzan. W rezultacie umozliwia to szybsze
testowanie pilotazowe oraz wdrazanie narzedzi sztucznej inteligencji. Jednak prowadzi to
réwniez do dostepu do mniejszej ilosci danych, mogacych postuzy¢ do trenowania systeméw
Al Ma to swoje ograniczenia i moze mie¢ wptyw na jako$¢, doktadno$¢ oraz niezawodno$é

modeli sztucznej inteligencji opartych na mniejszych bazach danych'®®.

3.2. Ramy regulacyjne i polityczne
konieczne do wprowadzenia rozwigzan Al

Estonia dziata w granicach wspélnych ram prawnych Unii Europejskiej (EU), ktére obejmu-

ja m.in. rozporzadzenie o sztucznej inteligencji (EU AI Act)'%® oraz ogélne rozporzadzenie

192 Thidem.

195 Thidem.

104 Tbidem.

105 Tbidem.

196 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia 13 czerwca 2024 r. w sprawie
ustanowienia zharmonizowanych przepiséw dotyczacych sztucznej inteligencji oraz zmiany rozporzadzen
(WE) nr 300/2008, (UE) nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i (UE) 2019/2144 oraz
dyrektyw 2014/90/UE, (UE) 2016/797 i (UE) 2020/1828 (akt w sprawie sztucznej inteligencji), Dz. Urz. UE L
1689 2 12.07.2024 r.
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o ochronie danych osobowych (RODO)'”. Wprowadzita ona takze przepisy krajowe, ktére
uzupelniajg i pomagaja wdrazac¢ przepisy UE!®®. Na obecnym etapie estoniskie sagdownic-
two juz prawie wylacznie opiera sie na dokumentach elektronicznych, a nie papierowych.
W zwiazku z tym dokumenty elektroniczne maja znaczenie prawne!®.

Warto zauwazy¢, ze nie wszystkie rozwigzania e-administracji opieraja sie na sztucznej in-
teligencji. Cze$¢ z wprowadzonych zmian dotyczy tylko prostszego zautomatyzowania formy
przetwarzania danych'’. Do 2021 r. Estonia wprowadzita zautomatyzowang przyspieszona
procedure sagdows, dotyczaca bezspornych nakazéw zaptaty (w sprawach odnoszacych sie do
mandatéw parkingowych albo zasitkéw rodzinnych nieprzekraczajacych kwoty 6400 euro).
Niemniej jednak ostateczna decyzja o wystawieniu nakazu zaptaty pozostaje niezmiennie
w gestii sedziego prowadzacego sprawe. Natomiast nie wyklucza to mozliwosci petnej au-
tomatyzacji tego procesu w przyszlosci'’. Jedna z potencjalnych mozliwosci zastosowania
sztucznej inteligencji, jaka rozwazat od poczatku estoniski wymiar sprawiedliwosci, byto
monitorowanie zautomatyzowanych transakcji na gietdzie papieréw wartosciowych w celu
przeciwdziatania naduzyciom'. Innym przykladem jest system fotoradaréw wykrywajacych
naruszenia przepiséw drogowych, ktére - w ramach integracji z e-administracja - auto-
matycznie wystawiajg mandaty za przekroczenie predkosci. Kolejnym rozwigzaniem jest
wydawanie pozwolert na wycinke drzew, ktére jest w pelni zautomatyzowane i oparte na
algorytmach. Wnioskodawca wypetnia w tym celu elektroniczny formularz online. System
natychmiast weryfikuje jego zasadno$¢ (zwykle trwa to okoto 8 sekund). Korzysta przy
tym z réznych baz danych, takich jak Rejestr Gruntéw, System Informacji Przyrodniczej
czy Rejestr Planéw Zagospodarowania Przestrzennego. Jesli system nie wykryje zadnych
konfliktéw, pozwolenie zostaje wydane automatycznie. W przeciwnym przypadku wniosek
trafia do urzednika do dalszej analizy™.

Na obecnym etapie wdrazane sg rozwigzania oparte na sztucznej inteligencji, ktére wspo-
magaé beda prace sedziéw poprzez: (1) generowanie projektéw dokumentéw procesowych,
(2) identyfikowanie oséb na rozprawach zdalnych, (3) szacowanie kosztéw postepowania
i optat, (4) analize materialu dowodowego oraz orzecznictwa, (5) ttumaczenia pisemne i ustne

oraz (6) udzielanie odpowiedzi na temat sposobu rozstrzygniecia sprawy z wykorzystaniem

17 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2016/679 z dnia 27 kwietnia 2016 r. w sprawie
ochrony o0s6b fizycznych w zwigzku z przetwarzaniem danych osobowych i w sprawie swobodnego przepty-
wu takich danych oraz uchylenia dyrektywy 95/46/WE (ogélne rozporzadzenie o ochronie danych), Dz. Urz.
UEL119z4.05.2016r.

108 A, Limante, M. Sukyte, op. cit.

109 N. Siitam, IT and AI at National Courts. Some Examples from Estonia, ,,ERA Forum” 2025, vol. 26, no. 4,
December, s. 663-674, https://doi.org/10.1007/s12027-025-00861-9.

1o 1. Pilving, M. Mikiver, op. cit.

W T. Kerikmée, E. Parn-Lee, op. cit.

12 1. Pilving, M. Mikiver, op. cit.

3 N. Siitam, op. cit.
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istniejacej wiedzy. Ponadto Ministerstwo Sprawiedliwosci Estonii zaproponowato, aby w przy-
padkach sporéw dotyczacych alimentéw na dzieci sztuczna inteligencja przygotowywata
pierwszy projekt, ktéry miatby by¢ oparty na dostepnych danych z réznych rejestréw pan-
stwowych. Dopiero po wygenerowaniu projektu sedziowie mieliby mozliwo$¢é modyfikowania

i zatwierdzania tak zaproponowanych rozwigzan w poszczegdlnych sprawach4.

3.3. Cztery filary strategii wdrazania sztucznej inteligencji w Estonii

Panistwa baltyckie na przetomie ostatniej dekady opublikowaty swoje krajowe strategie
dotyczace sztucznej inteligencji (Litwa w marcu 2019 r., Estonia w lipcu 2019 r., a Lotwa
w lutym 2020 r.). We wspélpracy z ekspertami mianowanymi przez Ministerstwo Gospodarki
i Komunikacji Estonii przygotowany zostal raport pt. Estoriska Strategia Narodowa w Zakresie
Sztucznej Inteligencji na Lata 2019-2021"°. Jednym z gtéwnych zatozen strategii zaproponowa-
nej w tym raporcie byto zwiekszenie odpowiednich umiejetnosci i bazy badawczo-rozwojowej
(Research and Development, w skrécie R&D), a takze rozwdj otoczenia prawnego, ktére bedzie
wspdtgralo z zaproponowanymi rozwigzaniami'®. Wdrazanie w zycie tych zalozen mialo
nastepowaé przy wspétpracy z Radg e-Estonii (e-Estonia Council, czyli rzadowym komite-
tem nadzorujagcym rozwdéj spoleczefistwa cyfrowego), przy przewidywanym wsparciu ze
strony rzadu Estonii na kwote co najmniej 10 mln euro. Strategia ta opierata sie na czterech
filarach, takich jak: (1) wspieranie wdrozenia sztucznej inteligencji w sektorze publicznym,
(2) wspieranie wdrozenia sztucznej inteligencji w sektorze prywatnym, (3) rozwéj badan
(R&D) i edukacja w zakresie sztucznej inteligencji oraz (4) rozwéj otoczenia prawnego dla
wdrazania sztucznej inteligencji'”.

W ramach podjetych dziatan wspierajacych wdrazanie sztucznej inteligencji w sektorze
publicznym wprowadzono szereg inicjatyw. Mialy one na wzgledzie np.: utatwienie rozwoju
i przygotowywania projektéw Al przez poszczegdlne agencje rzadowe; rozwdéj zarzadzania
danymi (w tym wprowadzanie funkcji zarzadcéw danych, tzw. data stewards, oraz odpowied-
nich narzedzi na potrzeby osiggniecia tego celu); implementacje zasad odpowiedzialnego
korzystania z danych; tworzenie ministerialnych stanowisk dyrektoréw ds. danych; wprowa-

dzanie pilotazowych projektéw zarzadzania danymi (w tym przygotowanie zarysu dokumentu

14 Ibidem.

5 Government of the Republic of Estonia, Estonia Al Strategy Report - A Watch - European Commission, https://
ai-watch.ec.europa.eu/countries/estonia/estonia-ai-strategy-report_en. (data dostepu: 13.10.2025).

e Government of the Republic of Estonia, Estonia’s National Artificial Intelligence Strategy 2019-2021, 2019,
https://f98cc689-5814-47ec-86b3-db505a7¢3978.filesusr.com/ugd/7df26f 27a618ch80a648c38be427194affa2f3.
pdf (data dostepu: 13.10.2025).

7 Government of the Republic of Estonia, Estonia’s National..., op. cit.
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dotyczacego odpowiedzialnego wykorzystania danych); zwiekszanie dostepnosci otwartych
danych (open data); przygotowanie i realizacje odpowiednich szkolers informacyjnych oraz
ogblnodostepnych kurséw doszkalajacych umiejetnoéci informatyczne; tworzenie i publiko-
wanie materiatéw informacyjnych dla obywateli, informujacych o nadchodzgcych zmianach;
zamawianie i udostepnianie podstawowych komponentéw Al wielokrotnego uzytku. Ponadto
skupiono sie na tworzeniu technologicznych srodowisk testowych (technological sandboxes)"s,
odpowiednich do badania i rozwijania aplikacji AI dla sektora publicznego. Mialo to na celu
przyspieszenie ich wdrazania oraz wprowadzania rozwigzan prawnych pozwalajgcych
na dokonywanie wspdlnych i szybszych zaméwien publicznych. Inng wazng kwestia byla
decyzja o prébie podjecia wysitku, by zbudowaé, rozwijaé oraz - w dluzszym okresie - ofe-
rowaé wspélng infrastrukture IT (Information Technology, technologie informatyczng) oraz
infrastrukture w innych formach. Miato to na celu umozliwienie udostepniania i szerszego
przetwarzania danych przez rézne podmioty. Ta wspdtpraca miata na celu udzielenie po-
mocy organizacjom publicznym w rozwoju na wieksza skale, ktéry bytby bardziej optacalny
oraz mozliwy do osiggniecia w krétszym horyzoncie czasowym. Zakladane rozwigzania
uwzgledniaty m.in. budowe rozwigzan opartych na wspélnej krajowej chmurze obliczeniowej
albo estoniskiego centrum obliczeniowego. Kolejnym zatozeniem pierwszego filaru tej stra-
tegii bylo wdrozenie ogélnego wymogu finansowania projektéw rozwojowych IT. Zakladata
ona, by implementacja sztucznej inteligencji byta planowana w formie ciaggtego rozwoju,
a nie tylko w ramach poszczegdlnych projektéw technologicznych. Kolejnym warunkiem
byto wprowadzenie wymogéw technicznych dotyczacych zréwnowazonego rozwoju dla
kazdego nowego projektu IT. Tym samym przestanka, by rozwazy¢ wdrozenie rozwigzan
Al zostata dodana jako jeden z warunkéw ich finansowania.

Powyzsze zatozenia nie mialby sensu bez wsparcia w postaci szkolenia kadr. W zwigzku
z tym postanowiono zorganizowaé praktyczne warsztaty doszkalajace, pozwalajace na do-
gtebne zrozumienie nowych technologii. W ramach tych zaje¢ skupiono sie na zarzadzaniu
danymi. W zwigzku z tym duza czes¢ z tych warsztatéw poswiecono na doglebne tworze-
nie katalogu danych, porzagdkowanie metadanych i uzyskanie wstepnej oceny jakosci informa-
cji posiadanych przez agencje oraz rézne podmioty paiistwowe. Dzieki takiemu praktycznemu
doszkalaniu liczono na to, Ze zaangazowane jednostki paristwowe beda miaty odpowiednio
przeszkolonych pracownikéw, ktérzy w dodatku beda w stanie wychodzié, w sposéb bardziej
organiczny, z propozycjami rozwoju oraz zmian niezbednych do pokonywania przeszkéd
we wprowadzaniu zmian technologicznych. Nastepna kwestig bylo stworzenie finansowego
wsparcia, pozwalajacego na przeprowadzanie audytéw danych w agencjach panstwowych.

Jest ono niezbedne do budowania i wprowadzania semantycznych ram interoperacyjnosci

118 RW. Campbell, op. cit.
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(semantic interoperability framework), czyli zdolno$ci réznych systeméw, organizacji i proce-
séw, pozwalajacych na wspétprace i efektywng wymiane oraz przechowywanie informacji.
Powyzsze nie wykluczato monitorowania inicjatyw UE, majacych na celu rozwéj wspdl-
nej infrastruktury danych i wspélnych platform danych. W tej sytuacji koncentrowano
sie na wezesnym wdrazaniu pozytecznych inicjatyw i mozliwos$ci dotgczania do nich na jak
najwczesniejszym etapie. Z zatozenia chodzilo o to, by umozliwi¢ jak najszerszy dostep do
zbioréw danych dla réznych interesariuszy (w granicach mozliwoéci prawnych i faktycz-
nych). Cato$é powyzszych starani zostata zawarta w koncepcji #BiirokrattAl, ktéra miata na
celu interoperacyjnos¢ rozwigzan Al w sektorze publicznym oraz utworzenie wspdlnego
interfejsu AI w kazdym przypadku korzystania przez obywateli z ustug publicznych™.

Wspomniany drugi filar, majacy na celu utatwianie wdrazania technologii AI w sektorze
prywatnym, opieratl sie na szeregu rozwigzan. Pierwszym z nich byto zapewnienie odpo-
wiedniego poziomu finansowania poprzez utworzenie §rodkéw celowych oraz przekie-
rowanie istniejgcego wsparcia finansowego na tworzenie produktéw i rozwigzan opartych
na sztucznej inteligencji. W tym celu udostepniono mozliwo$¢ korzystania z réznych form
wsparcia bezposredniego (np. poprzez bony na innowacje, bony na rozwéj oraz dotacje na
rozw6j produktu), pozwalajacych na wdrazanie i rozwéj sztucznej inteligencji. Skorzystano
wiec z istniejacej infrastruktury wspierajacej przedsiebiorczos¢ i za posrednictwem inicja-
tywy o nazwie Przedsiebiorstwo Estonia (EAS) postanowiono wdrozyé Program Centrum
Kompetencji Technologicznych EAS. Program ten opieral sie na dziataniu wspierajacym,
ktérego celem byto motywowanie firm do tworzenia innowacyjnych produktéw i wspétpracy
z instytucjami badawczymi. Jedno z centréw kompetencyjnych w ramach tego programu
specjalizowato sie w uczeniu maszynowym oraz data science (w tym w kreowaniu rozwigzan
opartych na sztucznej inteligencji)'?°.

Kolejng inicjatywa w ramach drugiego filaru estoniskiej strategii narodowej w zakresie
Al byto wyznaczenie juz istniejacego lub powotanie do zycia nowego podmiotu (Estoriskie-
go Centrum Innowacji Cyfrowych Al, w skrécie DIH), ktéry bedzie kierowaé rozwojem
dziedziny sztucznej inteligencji. Organizacja ta zostata réwniez zobligowana do systema-
tycznego podnoszenia spotecznej swiadomosci na temat Al w calej Estonii. Z tym wigzato
sie wzbogacenie istniejacej strony internetowej (www.kratid.ee), zawierajacej informa-
cje dla przedsiebiorcéw, o elementy zwigzane ze sztuczna inteligencja oraz porady dotyczace
praktycznego wdrazania jej rozwigzan w firmach. Podobnie jak w przypadku pierwszego
filaru, postawiono wprowadzié ogélnodostepne kursy doszkalajace online, ktére miaty po-
zwoli¢ na budowanie i wzmocnienie kompetencji niezbednych do wdrozenia powyzszych

zmian. Ponadto opracowano i wprowadzono dedykowane programy szkoleniowe z zakresu

19 Government of the Republic of Estonia, Estonia’s National..., op. cit.
120 Thidem.
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stosowania sztucznej inteligencji, skierowane do lideréw biznesu, w tym firm z potencjatem
do wdrazania rozwigzan sztucznej inteligencji. Réwniez jak w przypadku pierwszego filaru,
postawiono na Przedsiebiorstwo Estonia (EAS), by zapewnito rozszerzenie istniejacych $rod-
kéw wsparcia digitalizacji. Za cel postawiono, aby tematy zwigzane ze sztuczna inteligencja
byly uwzgledniane przez przedsiebiorstwa jako potencjalne rozwigzania przy wprowadzaniu
wytycznych dobrych praktyk w ramach srodkéw diagnostyki cyfrowej. Wymagato to réwniez
przeszkolenia lub pozyskania ekspertéw, ktérzy byliby w stanie udzielaé przedsiebiorstwom
zaréwno takich porad, jak i wsparcia®..

Wsparciem w realizacji powyzszych zalozen drugiego filaru miato by¢ dodatkowe finan-
sowanie zapewnione przez rzad estoriski. W tym celu uruchomiono odnawialne rzagdowe
srodki wsparcia na rzecz cyfryzacji przedsiebiorstw z budzetem w wysokosci 50 mln euro
(na lata 2019-2021). Dzialanie to miato przyspieszy¢ cyfryzacje (w tym poprzez wykorzy-
stanie sztucznej inteligencji) wybranych sektoréw gospodarki. Zgodnie z zatozeniami to
szeroko zakrojone finansowanie miato wspoméc digitalizacje, réwniez w przedsiebiorstwach
z sektoréw gospodarki: handlu hurtowego i detalicznego, transportu i magazynowania oraz
budownictwa itd. Innym zaproponowanym rozwigzaniem byto zorganizowanie konkursu
na innowacje. W ramach tej inicjatywy rzad estoniski postanowil wesprzeé trzy inicjaty-
wy. Pierwsza z nich przewidywata maksymalnie dziesieé projektéw pilotazowych (kaz-
dy z budzetem okoto 100 000 euro) na zbadanie mozliwosci tworzenia sztucznej inteligencji
z wykorzystaniem rzadowych zbioréw danych. Druga inicjatywa uwzgledniata co najmniej
40 projektéw do kwoty 50 000 euro na projekt. Gtéwnym celem tego dziatania miato by¢
utatwienie dostepu do finansowania rozwoju produktéw Al (na poziomach gotowoéci techno-
logicznej 4-6). Ostatnia, trzecia inicjatywa miata zaplanowane finansowanie na co najmniej
20 projektéw przewidujacych rozwéj produktéw opartych na Al (na poziomach gotowosci
technologicznej 5-7) do kwoty 200 000 euro na projekt'?.,

Wprowadzenie w zycie zalozen z pierwszego i drugiego filaru miatoby mniejsze szanse
na powodzenie bez wsparcia wynikajacego z trzeciego filaru, opierajacego sie na rozwoju
badan (R&D) oraz edukacji w zakresie sztucznej inteligencji. Jedng z inicjatyw tego filaru byto
zapewnienie §rodkéw finansowych, wspierajacych badania w obszarze ICT (Information and
Communication Technology, technologii informacyjno-komunikacyjnych) w ramach programu
Akademii IT. Poczatkowo zatoZzono, ze badania skupia¢ si¢ beda na trzech zagadnieniach:
(1) sztucznej inteligencji i uczeniu maszynowym (AI and machine learning); (2) nauce o da-
nych i duzych zbiorach danych (data science and big data) oraz (3) wspétpracy robotéw i ludzi
(robot-human cooperation). Kolejnym krokiem byto uruchomienie specjalistycznego programu

studiéw magisterskich z zakresu nauk o danych, w tym sztucznej inteligencji (data science

21 Tbidem.
122 Thidem.
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and artificial intelligence). Uniwersytet w Tartu (Tartu Ulikool) zostat wytoniony w przetargu
zakladajacym przeszkolenie w tym celu co najmniej 50 studentéw studiéw magisterskich
(w latach 2020-2023) oraz zwiekszenie specjalizacji i odpowiednich mozliwoéci uczenia sie
dla doktorantéw, pozwalajace na przyjecie co najmniej 20 doktorantéw specjalizujacych
sie w AI (w ciggu dwéch lat). Ponadto w ramach programu Akademii IT podjeto decyzje o za-
trudnieniu oémiu wysoko wykwalifikowanych wyktadowcéw, ktérzy zajma sie horyzontalnym
nauczaniem na temat sztucznej inteligencji, skierowanym do studentéw z innych dyscyplin.
Miato to na celu wspieranie rozwoju i oferowania kurséw AI w ramach finansowania projek-
tow rozwojowych Akademii IT. W przypadku wysitkéw edukacyjnych postawiono réwniez
na wspieranie rozwoju przedmiotéw fakultatywnych dotyczacych sztucznej inteligencji na
studiach podyplomowych z innych dziedzin innych niz ICT. Na wczeéniejszych etapach edu-
kacyjnych postanowiono wlaczy¢ temat Al do programu nauczania umiejetnosci cyfrowych
w szkotach ogélnoksztalcacych. W tym celu zapewniono uczniom przeglad technologii oraz
mozliwo$ci programowania i testowania sztucznej inteligencji w ramach ich nauki szkolnej'?:.

W zwiazku z podjetymi pracami zapewniono kontynuacje finansowania badan stosowa-
nych w okresie 2019-2022. Takie podej$cie miato réwniez na celu zwiekszenie swiadomosci
sektora prywatnego na temat mozliwosci otrzymywania funduszy na projekty wykorzystuja-
ce sztuczng inteligencje po zakornczeniu pierwszej fazy finansowania. Wspomniane nasta-
wienie pozwalalo na przygotowanie do wdrozenia rozwigzan AI w przyszlosci. Zapewnienie
kontynuacji finansowania badan stosowanych w okresie 2019-2022 mialo réwniez swoéj
praktyczny wydZwiek - miato zachecié¢ do zaangazowania i spowodowaé zwiekszenie $wia-
domosci sektora prywatnego na temat finansowania projektéw zwiazanych z technologiami
opartymi na sztucznej inteligencji, co za$ miato sie przelozy¢ na tworzenie zdolnosci orga-
nizacyjnych do aktywnego oferowania przedsiebiorstwom partnerstwa w zakresie badan
zwigzanych z Al Ten rodzaj kooperacji mial: wspieraé rozwéj technologiczny, wdrazaé projek-
ty rozwoju technologicznego przedsiebiorstw, znajdowaé odpowiednie §rodki finansowania
dla projektéw oraz kierowaé przygotowywaniem wnioskéw projektowych. Dodatkowym
atutem tej wspdtpracy miato by¢ kojarzenie przedsiebiorstw z odpowiednimi instytucjami
badawczo-rozwojowymi oraz wsparcie w kwestiach wlasnosci intelektualne;j.

W celu realizacji narodowej strategii w zakresie sztucznej inteligencji podjeto decyzje,
by zainwestowaé¢ w odpowiednig infrastrukture informatyczng, niezbedna do realizacji
tego celu. Jako krok posredni postanowiono, ze w czerwcu 2019 r. Estonia dotgczy do finskiego
konsorcjum LUMI (Large Unified Modern Infrastructure; duza, ujednolicona, nowoczesna
infrastruktura). Ten podmiot koordynowany jest przez firme CSC (nalezaca do Wspélnego

Przedsiewziecia EuroHPC Komisji Europejskiej i prowadzona przez konsorcjum 11 krajéw

123 Ihidem.
124 Tbhidem.
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europejskich) i zajmuje sie superkomputerami eksaskalowymi. Dostep do odpowiedniej
infrastruktury miat zapewni¢ mozliwos¢ korzystania z najwiekszych w Europie zasobéw
obliczeniowych (za po$rednictwem Estoniskiej Naukowej Infrastruktury Obliczeniowej, czyli
estofiskiego centrum kompetencji zapewniajacego wysokowydajne moce obliczeniowe).
Zgodnie z tym zalozeniem Estonia chciata aktywnie wiaczy¢ sie w projekty EuroHPC, aby
moc udostepni¢ wysokowydajng moc obliczeniowa swoim instytucjom badawczym i przed-
siebiorstwom!?.

Ostatni, czwarty, ale réwniez niezwykle wazny filar estoniskiej strategii koncentruje sie na
rozwoju otoczenia prawnego pozwalajacego na wdrazanie sztucznej inteligencji w Estonii.
W ramach prac nad wspomniang strategia uznano, ze éwczesne ustawodawstwo krajowe
nie wymagato wprowadzania fundamentalnych zmian w podstawach systemu prawnego.
Podzielano jednak poglad, ze konieczne byty pewne, niezbyt daleko idagce zmiany w réz-
nych przepisach. Skupiono sie na przygotowaniu projektu ustawy umozliwiajacej wdroze-
nie sztucznej inteligencji (tzw. pakiet Kratt law, ustawa Kratta), ktéry przedtozono w Par-
lamencie Estoniskim w czerwcu 2020 r.** Nazwa tego pakietu zmian prawnych nawigzuje
do starej mitologii estoriskiej'”, w ktérej Kratt byt magicznym stworzeniem powotanym do
zycia po to, by jego pan mégt wydawaé mu polecenia wykonywania wszelkich prac fizycz-
nych, jakich potrzebowat lub pragnat (w tym nawet zadari niegodziwych). Kratt ozywat po
zawarciu paktu miedzy jego panem a diabtem. Tworzono go z siana i réznych przedmiotéw
gospodarstwa domowego. Wydawa¢ by sie mogto, na pierwszy rzut oka, ze estoniski folklor
daleki jest od kwestii wprowadzania zmian z zakresu sztucznej inteligencji. Niemniej jednak
Estonia chce chronié swoja kulture oraz wykorzysta¢ ja do wzbogacania wspétczesnych za-
gadnieni cywilizacyjnych, w tym m.in. cyfryzacji. Podobiefistwo tego stworzenia (i sposobu
jego wykorzystania) do technologii sztucznej inteligencji sktonito rzad Estonii do ponownego
zrobienia uzytku z mitu o nim w odniesieniu do wspélczesnego zycia. W zwigzku z tym
to odniesienie mozna znalez¢é w ustawie Kratta o odpowiedzialnosci algorytmicznej. Nazwa
tego mitologicznego stworzenia przywolywana jest réwniez w obecnej krajowej strategii
Kratta, dotyczacej AI?®. Odwotujg sie do niego takze twércy narzedzia (o zblizonej nazwie
do catej strategii wdrazania sztucznej inteligencji) Biirokratt, potocznie zwanego ,Kratt”.
Jest to aplikacja do anonimizacji danych, ktéra pozwala na ich wykorzystywanie do dalsze-

go trenowania sztucznej inteligencji. Birokratt jest réwniez nazwa przypisana do aplikacji

125 Ibidem.

126 Estonian Business and Innovation Agency [Estofiska Agencja Biznesu i Innowacji], New E-Estonia Factsheet:
National AI “Kratt” Strategy - e-Estonia, https://e-estonia.com/new-e-estonia-factsheet-national-ai-kratt-strategy/
(data dostepu: 15.10.2025).

27 N. Siitam, op. cit.

128 Estonian Business and Innovation Agency, New E-Estonia..., op. cit.
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(chatbot), ktéra pozwala uzyskaé informacje od wtadz za pomocg okna czatu, uzywajac do

tego jezyka potocznego'.

3.4. Regulacje prawne

Zaproponowane w 2020 r. zmiany prawne objely szereg regulacji, m.in. dotyczyly kwestii
administracji podatkowej, optaty §rodowiskowej oraz polityki spotecznej (uwzgledniono
w tym zagadnienia zwigzane z automatyzacja wyplat emerytur oraz rejestracji bezrobot-
nych). Jedna z najbardziej daleko idacych zmian byto nowelizacja ustawy o postepowaniu
administracyjnym (RT 12001, 58, 354), umozliwiajaca szersze wykorzystanie sztucznej inte-
ligencji'*®. Wprowadzone zmiany legislacyjne miaty na celu ugruntowanie zasady, ze wadliwe
dziatanie systeméw opracowanych przez cztowieka (np. automatyzacji czy rozwigzar Al)
moze stanowié naruszenie prawa administracyjnego®. Takie nastawienie wynika z zato-
zenia, ze rozwigzania sztucznej inteligencji moga tfatwo tama¢ zasady uczciwej procedury,
tamaé prawo lub traktowaé osoby i firmy arbitralnie ze wzgledu na niedbate lub nieuczciwe
wdrozenie tych systeméw. Wynikata stad pewna ostroznoéé we wprowadzaniu zmian (w tym
legislacyjnych), by jak najmocniej zminimalizowaé negatywny wptyw sztucznej inteligencji
na procedury administracyjne i sadowe oraz samych obywateli.

Kolejnym zalozeniem bylo wprowadzenie mechanizméw wymuszajacych przestrzega-
nie przez sztuczng inteligencje wprowadzanych zmian. Ostrozno$¢ we wdrazaniu tech-
nologii opartej na Al byta tez podyktowana zalozeniem, Zze obywatele moga ulec iluzji, iz
Kratt (postrzegany jako byt mityczny) z czasem zacznie samodzielnie rozwigzywaé ich
problemy, prowadzié racjonalne dyskusje lub interpretowaé jezyk ludzki (wtaczajac w to
oficjalne dokumenty). Rozwazajac kwestie odpowiedzialno$ci prawnej w Estonii, grupa
ekspertéw stwierdzila, ze dla zapewnienia jasnosci sytuacji konieczne jest zagwarantowanie
prawnych rozwiazan, aby w trakcie sprawowania wtadzy publicznej lub innych funkcji pu-
blicznych dziatania agenta korzystajacego ze sztucznej inteligencji byty przypisywane (zgod-
nie z zasadami odpowiedzialnoéci pafistwa'®?) organowi lub instytucji, ktéra wdrozyta dane
rozwigzanie technologiczne!®. Uznano, ze panistwo nie powinno unika¢ odpowiedzialnosci

w zwigzku z wprowadzonymi zaawansowanymi rozwigzaniami technologicznymi. Dlatego

12 K. Harmand, Al Systems’ Impact on the Recognition of Foreign Judgements: The Case of Estonia, ,Juridica Inter-
national” 2023, no. 32, s. 107-118, https://doi.org/10.12697/]1.2023.32.09.

10 1. Pilving, M. Mikiver, op. cit.

B Ibidem.

132 Estoriska ustawa o odpowiedzialnosci paiistwa [Estonian State Liability Act, est. Riigivastutuse seadus) z dnia
2 maja 2001r., Dz.U. RT 12001, 47, 260 https://www.riigiteataja.ee/akt/117122015076 (data dostepu: 10.10.2025).

133 J. KirSiené et al., op. cit.
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wcielono w zycie przejrzysty system umozliwiajacy sprawiedliwe przypisanie danej osobie
odpowiedzialno$ci za wynikajace z tego szkody, spowodowane przez skomplikowany lub
niebezpieczny sprzet i oprogramowanie (np. § 1056 i § 1061 estoriskiej ustawy o prawie

zobowigzan)'®.

3.5. Wspomaganie pracy sadow i sedziow

System Informacji Sadowej (KIS) uzywany jest przez wszystkie sady estotiskie'®s. Gtéw-
nym zadaniem postawionym przed tym systemem bylo zaréwno zmniejszenie liczby zale-
glych spraw, jak i usprawnienie pracy catego wymiaru sprawiedliwosci. System ten utatwia
rejestracje spraw, prowadzenie protokoléw rozpraw oraz wyrokéw, automatyczne przydzie-
lanie spraw sedziom i inne zadania proceduralne’®. Wykorzystanie tego oprogramowania
zostalo zapoczatkowane przez estoniski Sad Najwyzszy'®’. System Informacji Sadowej oparty
jest gléwnie na platformie e-Filing oraz systemie informacyjnym KIS. Do tego celu wykorzy-
stuje sie wyspecjalizowane narzedzia sztucznej inteligencji, m.in. Salme i Kratt, ktére maja
usprawnia¢ zadania administracyjne i wspiera¢ czynnoéci proceduralne, a nie zastepowa¢
sedziéw w podejmowaniu decyzji'®.

Salme to system nagrywania rozpraw sagdowych, wyposazony w funkcje rozpoznawania
mowy oparta na technologii przetwarzania jezyka naturalnego. Zaprojektowany zostat
z uwzglednieniem specjalistycznego stownictwa uzywanego w sadach. Podczas nagrania
audio program réwnolegle tworzy transkrypcje wypowiedzi, ktéra mozna na biezaco edy-
towaé w trakcie posiedzenia. Oprogramowanie umozliwia takze wyrazniejsze rozréznianie
gloséw uczestnikéw rozprawy, co utatwia pézniejsza analize materiatu. Z kolei Kratt pelni
funkcje narzedzia anonimizacji, usuwajgc dane osobowe z orzeczen sgdowych przed ich
upublicznieniem'.

Mimo ze oba wspomniane narzedzia maja charakter administracyjny, budza liczne zastrze-
zenia dotyczace przejrzystosci, ochrony prywatnosci oraz zgodnosci z miedzynarodowymi
standardami etycznymi'*®. Szczegélowe informacje techniczne sa w duzej mierze dostepne

jedynie w rejestrach zaméwien publicznych, co ogranicza spoteczng wiedze o sposobie

134 Thidem.

185 A. Petrovskyi, B. Kyrdan, K. Kutsyk, Implementation of Artificial Intelligence in Civil Proceedings: Experience
of EU Countries, ,,Scientific Journal of the National Academy of Internal Affairs” 2025, vol. 30, no. 1, s. 45-59.

136 K. Harmand, op. cit.

¥ ML.G. Cantero, G. Gentile, Algorithms, Rule of Law, and the Future of Justice: Implications in the Estonian Justice
System, ,Policy Brief” 2023, no. 27, https://hdl.handle.net/1814/75916 (data dostepu: 10.10.2025).

18 K. Harmand, op. cit.

139 Thidem.

10 A, Petrovskyi, B. Kyrdan, K. Kutsyk, op. cit.

USTROJ ORGANOW WYMIARU SPRAWIEDLIWOSCI 2025



https://hdl.handle.net/1814/75916

Wspomaganie sedziow przez sztuczng inteligencje 49

dziatania systemdéw. Badania wskazujg réwniez na potencjalne ryzyko dla prywatnosci,
np. proces anonimizacji w Kratt nie jest bezposrednio powigzany z kluczowymi funkcjami
systemu e-Filing. Co istotne, dokumentacja przetargowa obu narzedzi nie zawiera odnie-
sieft do ram prawnych, analiz etycznych ani ocen zgodno$ci z prawami podstawowymi.
Taki brak wskazuje na mozliwe odejscie od zasad zapisanych w Karcie praw podstawowych
UE oraz rekomendacji Grupy Ekspertéw Wysokiego Szczebla ds. Sztucznej Inteligencji, co
rodzi pytania o nadzdr i odpowiedzialno$¢ za wdrazanie sztucznej inteligencji w estoriskim
Ministerstwie Sprawiedliwosci'4.

Na tym etapie w Estonii jest prowadzonych kilka programéw pilotazowych, majacych na
celu usprawnienie pracy sadéw i utatwienie zadan sedziom dzieki sztucznej inteligencji.
Kraj ten realizuje pilotazowy program wirtualnych sekeji zwlok, wykorzystujac tomografie
komputerowsg oraz rezonans magnetyczny (MRI) do ustalania przyczyn zgonu bez potrzeby
przeprowadzania tradycyjnych, inwazyjnych autopsji. Rozwiazanie to stanowi mniej obcia-
zajacg emocjonalnie alternatywe dla rodzin zmartych i sedziéw oraz pozwala obnizy¢ koszty
postepowanl. Jednoczeénie rzad kontynuuje dziatania zmierzajace do petnej digitalizacji
systemu sagdownictwa, planowanej na koniec 2025 r."*> Dodatkowo w ramach tego systemu
dostep do tej informacji otrzymuja, oprécz sedziéw, réwniez pozostate strony postepowania
(obroficy, policja, prokuratorzy, sady i biegli sadowi)™.

Réwniez w ramach pilotazu wprowadzane sg techniki znakowania danych, ktére umozli-
wiajg systematyczng analize tresci akt karnych wedtug kwalifikacji prawnych, stron, przed-
miotéw sprawy czy miejsc zdarzen. Pozwala to na sprawne i zaawansowane indeksowanie
dokumentéw procesowych, ktére odchodzi od tradycyjnego wyszukiwania stéw kluczowych
na rzecz kategoryzacji tematycznej. Uzupelnieniem projektu jest wdrozenie technologii
zapytan w jezyku naturalnym, ktéra umozliwia komunikacje z bazami danych wymiaru
sprawiedliwo$ci bez koniecznosci stosowania specjalistycznej terminologii prawnej czy
technicznej. Dzieki temu uzytkownicy moga przeszukiwaé baze akt za pomoca konkret-
nych etykiet, korzystajac jednoczesnie z funkcji automatycznego podsumowywania tresci.
Funkcjonalnosé¢ ta pozwala na zadawanie intuicyjnych pytan, takich jak zapytania o §rednig
wysoko$¢ roszczen cywilnych w danym roku. Utatwia to szybkie uzyskiwanie precyzyjnych
informacji statystycznych i merytorycznych, co wspiera procesy badawcze oraz przygotowy-
wanie projektéw pism procesowych. Kluczowym elementem tej inicjatywy jest mechanizm
automatycznej ekstrakcji informacji, ktéry pozwala algorytmom na samodzielne analizowa-

nie raportéw o przestepstwach. System potrafi zidentyfikowac i wyodrebnié¢ najwazniejsze

141 K. Hirmand op. cit.

12 Oxford Institute of Technology and Justice, Estonia, https://www.techandjustice.bsg.ox.ac.uk/research/
estonia, (data dostepu: 20.12.2025).

43 K. Harmand op. cit.
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informacje, takie jak dane oséb uczestniczacych w zdarzeniu, lokalizacja, opis skradzionych
lub uszkodzonych débr oraz precyzyjne oszacowanie wartosci poniesionych strat'*4. Roz-
wigzanie to znaczaco przyspiesza prace z obszernym materiatem dowodowym i orzecz-
niczym oraz utatwia sedziom szybkie wyszukiwanie podobnych spraw, poprawia jako$é
orzeczen oraz usprawnia przygotowanie statystyk sadowych. Dzieki temu decyzje moga
by¢ bardziej spéjne, a praca orzecznicza staje sie efektywniejsza'*.

Jak juz byto wzmiankowane, bardziej czasochtonne i powtarzalne zadania, w tym skta-
danie dokumentdw, zostaty przekazane narzedziom sztucznej inteligencji. Niemniej jednak
w praktyce paradoksalnie okazalo sieg, ze to sedziowie sadéw wyzszych instancji w duzo
wiekszym stopniu wykorzystuja dostepne narzedzia. Nie zmienia to faktu, ze §rednia dtugosé¢

postepowania cywilnego w sagdach estoniskich spadta ze 156 do 99 dni w ciggu zaledwie 5 lat'e.

3.6. Podsumowanie

Estonski system sagdowniczy jest uwazany za jeden z najskuteczniejszych w Europie dzie-
ki zautomatyzowanym procedurom sadowym i narzedziom komunikacji elektronicznej.
Panstwo to skoncentrowalo sie¢ na wdrazaniu rozwigzan sztucznej inteligencji najpierw
w sprawach o niskiej wartosci. Uznano, ze tego rodzaju tryb postepowania ma najwiekszy po-
tencjal zwiekszenia efektywnosci, jednoczesnie minimalizujac ryzyko naruszenia ztozonych
uprawnien sadowych. Takie podejscie pozwala na stopniowe wprowadzanie innowacji bez
zaklécania fundamentalnych mechanizméw wymiaru sprawiedliwo$ci. Zmiany uwzgledniaty
odpowiednie planowanie, finansowanie, wdrazanie oraz inicjatywy edukacyjne. Odbywato
sie to na wszystkich poziomach - od podstawowych szkolent doszkalajacych przez programy
ogblnego nauczania w szkotach podstawowych az po dedykowany program szkolenia dok-
torantéw na poziomie uniwersyteckim.

W Estonii postawiono na holistyczne podejscie do kwestii wdrazania sztucznej inteligencji
w ramach nie tylko réznych galezi gospodarki, ale i samego wymiaru sprawiedliwoéci. To
pozwolilo na tatwiejszg integracje istniejacych elementéw, wpisanie strategii zmian w wy-
miarze sprawiedliwo$ci w szerszy kontekst zmian w catym panistwie oraz zintegrowanie go
z innymi elementami. Realizacja tak szeroko zakrojonego planu pozwalala na budowanie
spdjnych interfejséw dla wiekszej liczby ustug publicznych. Dodatkowo wysitki we wdra-
zaniu tych rozwigzan uzupelniono kampania informacyjna na temat sposobu korzystania

z tych narzedzi. W ten sposéb osiggnieto wieksza spéjnos¢ informacyjng oraz wyelimino-

144 Oxford Institute of Technology and Justice, op. cit.
5 K. Harmand, op. cit.
146 M.G. Cantero, G. Gentile, op. cit.
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wano potrzebe prowadzenia wielu odrebnych kampanii informacyjnych dla poszczegdlnych
systemow panstwowych.

Wisréd gtéwnych celéw wdrozenia Al znalazly sie m.in. automatyczna analiza dokumentéw
prawnych (obejmujaca identyfikacje kluczowych informacji i wsparcie w przygotowywa-
niu materiatéw do spraw) oraz wykorzystanie wirtualnych asystentéw i chatbotéw do udzie-
lania obywatelom podstawowych informacji prawnych i proceduralnych. Juz tylko takie
usprawnienia miaty w jakims stopniu zwiekszaé dostepno$¢ wymiaru sprawiedliwosci dla
obywateli. Egzekwowanie prawa i bezpieczenistwo to czes¢ szerszej ustugi e-administracji,
wymagajaca wdrozenia i integracji réznych elementéw szerszych systeméw administracyj-
nych. Realizowanie tak obszernej strategii wymusza udoskonalenie polityki, ustrukturyzo-
wanie proceséw organizacyjnych i wdrozenie odpowiednich rozwigzan technologicznych.
W tym celu nalezy dziataé, opierajac sie na logice kompleksowej obstugi. W zwigzku z tym
Estonia wdrozyla takze szereg rozwigzan cyfrowych, takich jak sktadanie wnioskéw online,
udzial w postepowaniach sagdowych przez Internet oraz skuteczne zarzadzanie sprawami
(m.in. w ramach inicjatyw Estoriskiej Agencji Biznesu i Innowacji 2024). Celami tych dziatan
byly: szybkie i przejrzyste $wiadczenie ustug publicznych, informowanie obywateli o statu-
sie ich spraw, ograniczenie btedéw ludzkich oraz ich proaktywne wykrywanie. Systemy te
wspieraja réwniez procesy wydawania pozwoleni, nadzoru i monitorowania, w tym przetwa-
rzania danych, sledzenia postepéw spraw oraz identyfikacji btedéw. W Estonii uznano, ze np.
rozstrzygniecia w ramach regulacji prawa finansowego i podatkowego nadaja sie do peinej
automatyzacji niewymagajacej, na podstawowym poziomie, ingerencji urzednikéw'¥’. W ca-
tosci usprawnienia te przetozyty sie na sprawniejsze zarzadzanie, redukcje obcigzenia praca
i budowanie zaufania spotecznego do estoriskiego wymiaru sprawiedliwosci*®. Dodatkowo
realizacja tych celéw wymaga odpowiedniego zaplecza, w tym bezpiecznej infrastruktury
do przetwarzania i udostepniania danych (np. z wykorzystaniem technologii blockchain).
Kluczowe znaczenie ma réwniez zapewnienie prywatno$ci i zaufania do systemu. Chciano
to osiagna¢ poprzez umozliwienie uzytkownikom wgladu w to, kto i w jakim celu uzyskuje
dostep do ich danych.

W ramach rozwazan na temat odpowiedzialnosci w przypadku wprowadzenia narzedzi
sztucznej inteligencji w estoniskim systemie prawnym przyjeto zalozenie o odpowiedzialno-
$ciza ponoszone ryzyko, a co za tym idzie - odpowiedzialnosci za szkody wyrzadzone przez
gtéwne zrédlo zagrozenia. Jest to podejscie, ktore zaktada zréwnowazenie wdrazania zmian

w systemie sadownictwa odpowiednimi gwarancjami merytorycznymi i proceduralnymi.

47 N. Maslej et al., op. cit.

148 Estonian Business and Innovation Agency, E-Justice Advisory and Platform (Courtal), DigiExpo, 16 June 2024,
https://digiexpo.e-estonia.com/e-governance/justice-public-safety/e-justice-advisory-and-platform-courtal/
(data dostepu: 7.10.2025).
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Dodatkowo wprowadzajgc zmiany w ramach szerszego projektu - e-Government, udato sie
skutecznie wyja$ni¢ obywatelom techniczng nature algorytmicznych decyzji administracyj-
nych. Mozna zalozy¢, ze w jakims$ stopniu przetozyto sie to na fakt, ze w Estonii akceptacja
e-administracji publicznej jest na ogét wysoka.

Reforma sagdownictwa w Estonii, oparta na wdrazaniu rozwigzan sztucznej inteligencji,
zostata zaprojektowana z my$la o trzech kluczowych celach: (1) zwiekszeniu efektywnosci,
(2) poprawie dostepnosci oraz (3) projektowaniu ustug zorientowanych na obywatela (m.in.
na budowanie zaufania spotecznego i legitymacji instytucjonalnej). Caly proces wdrazania
Al odbywa sie w zgodzie z regulacjami Unii Europejskiej, w szczeg6lnosci z rozporzadzeniem
o ochronie danych osobowych (RODO), ktére wyznacza rygorystyczne standardy dotycza-
ce gromadzenia, przetwarzania i przechowywania danych tak, by zagwarantowac jednostce
prawo do prywatno$ci. Estoniski projekt sedziego Al ktadzie silny nacisk na nadzér ludzki.
Dodatkowo waznym zalozeniem jest réwniez przejrzystosc¢ i zrozumiato$¢ dziatania systeméw
Al Dlatego decyzje podejmowane przez sedziego Al musza by¢ mozliwe do zweryfikowania
i zrozumiate dla uzytkownikéw. Kluczowym elementem jest mozliwos¢é odwotania sie od
kazdej decyzji wydanej przez system Al do sedziego. Mechanizm odwotawczy (polegajacy na
ludzkiej weryfikacji decyzji podejmowanych przez sztuczna inteligencje) zapewnia utrzyma-
nie zasad nadrzednosci wladzy sadowniczej i sprawczosci ludzkiej. Brak takiego mechanizmu
mogtby prowadzi¢ do spotecznego sprzeciwu, podwazania decyzji oraz koniecznosci ich
weryfikacji w ramach instancyjno$ci procesowej i zgodnosci z konstytucja. Obecny projekt
ogranicza sie do spraw drobnych, a jego rozszerzenie na bardziej ztozone dziedziny prawa

wymaga dalszych prac rozwojowych oraz poglebionej refleksji etycznej.
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4. Stany Zjednoczone Ameryki

4.1. Wstep

Podobnie jak w przypadku Chin, Stany Zjednoczone Ameryki zamierzaja odgrywac¢ wiodaca
role w dziedzinie badan i rozwoju nad sztuczng inteligencja. Istotnym elementem jest tutaj
fakt, ze Stany Zjednoczone Ameryki majg stosunkowo diuga tradycje, w poréwnaniu do
innych jurysdykcji, we wprowadzaniu i korzystaniu z oprogramowania komputerowego
wspomagajacego prace sadéw'*’. Réwnolegle amerykanski system prawny jest zdecentra-
lizowany ze wzgledu na swoj federalny charakter. Wptywa to na komplikacje napotykane
przy okazji préb ujednolicania strategii federalnej w zakresie implementacji sztucznej in-
teligencji w wymiarze sprawiedliwosci. W zwigzku z tym inicjatywy wdrozeniowe pojawia-
ja sie najczesciej przede wszystkim na poziomie jurysdykeji stanowych, ktére charakteryzuja
sie zréznicowanym krajobrazem prawnym, wynikajacym z lokalnych regulacji. Duzy wplyw
na mnogo$¢ inicjatyw w tej przestrzeni spowodowany jest réowniez duzg dynamika i konku-
rencyjnoscia sektora LegalTech. Ta fragmentaryzacja podejscia prowadzi do wyksztalcenia
sie heterogenicznego systemu narzedzi i metodologii Al Zgodnie z Artificial Intelligence Index
Report 2025 Departament Sprawiedliwo$ci Stanéw Zjednoczonych Ameryki wydat okoto 0,97%
swojego budzetu na kontrakty zwigzane ze sztuczng inteligencja. W kontekscie wszystkich
wydatkéw budzetowych panstwo to przoduje na arenie miedzynarodowej, poniewaz wyda-
to najwiecej na Al na mieszkarica w ciaggu ostatniej dekady (wydatek 1,58 mln dolaréw na
100 000 mieszkanicéw)®°,

Sztuczna inteligencja znajduje coraz szersze zastosowanie w sagdownictwie. W Stanach
Zjednoczonych jest to szczegélnie widoczne w zakresie oceny ryzyka recydywy u oskarzo-
nych, wspierania decyzji dotyczacych kaucji i wyrokéw, a takze rekomendacji co do kwali-

fikowalnosci do zwolnienia warunkowego w wybranych jurysdykcjach stanowych. Systemy

149 C. Chessman, A ‘Source’ of Error: Computer Code, Criminal Defendants, and the Constitution, ,California Law
Review” 2017, vol. 105, no. 1, s. 179-228, http://www.jstor.org/stable/24915692 (data dostepu: 31.10.2025).
150 N. Maslej et al., op. cit.
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te wspomagaja sedziéw w podejmowaniu decyzji. Robig to, opierajac si¢ na analizie danych
i algorytmicznych prognozach. Stany Zjednoczone przoduja w rozwoju i komercjalizacji
platform opartych na Al w obszarze badan prawnych oraz elektronicznego ujawniania
dokumentéw. Narzedzia te umozliwiajg szybkie przeszukiwanie baz danych, identyfikacje
precedenséw oraz automatyczne przetwarzanie duzych zbioréw dokumentéw. Tego rodzaju
zmiany w sposobie zarzadzania informacjami i sprawami znaczaco usprawniaja prace praw-
nikéw i sedzidéw. Ponadto niektdre sady stanowe w USA testuja lub wdrazaja rozwigzania
Al w zakresie zarzadzania sprawami i automatyzacji przeplywu pracy w sadach. Systemy
te wspierajg zadania administracyjne, takie jak organizacja dokumentéw, planowanie roz-
praw czy zarzadzanie aktami, przyczyniajac sie do zwiekszenia efektywnosci operacyjnej
sadow. Celem jest wdrozenie AI we wszystkich etapach procesu sadowego, aby zwiekszy¢
efektywnos¢ pracy sedziéw i urzednikéw oraz umozliwié¢ obstuge wiekszej liczby spraw bez

obnizania jako$ci orzeczen czy zmiany standardéw prawnych!®.

4.2. Ramy regulacyjne

Stany Zjednoczone Ameryki na szczeblu stanowym przewodza w pracach nad ustawo-
dawstwem dotyczacym sztucznej inteligencji (mimo powolnego postepu na szczeblu federal-
nym)'s2, Do sierpnia 2025 r. we wszystkich 50 stanach przedlozono ponad 1000 projektéw
ustaw dotyczacych réznych aspektéw AI'*%. Natomiast chlubnym wyjatkiem ustawodawstwa
federalnego jest m.in. rozporzadzenie wykonawcze Prezydenta USA o bezpiecznym, pew-
nym i godnym zaufania rozwoju i wykorzystaniu sztucznej inteligencji (Safe, Secure, and
Trustworthy Development and Use of Artificial Intelligence), podpisane 1 listopada 2023 r.'**
Rozporzadzenie to skupia sie na réznych aspektach rozwijania i wykorzystania technologii
opartej na sztucznej inteligencji. Duzy nacisk zostat potozony na innowacje i konkuren-
cyjnoéé rozwijanych systeméw. Przy tym nie zapomniano o kwestiach bezpieczenstwa
i zobowigzano podmioty rozwijajace technologie Al do jej odpowiedniego testowania (AI Red

Teaming). Ma sie to odbywaé w formie zorganizowanego procesu testowania, majacego

151 National Civil Justice Institute, op. cit.

152 N. Maslej et al., op. cit.

153 A.S. Matsuo et al., State Series: Al Legislation, August 2025, https://kpmg.com/kpmg-us/content/dam/kpmg/
pdf/2025/state-series-ai-legislation-reg-alert.pdf (data dostepu: 5.11.2025); The International Association of
Privacy Professionals, US State AI Governance Legislation Tracker, https://iapp.org/resources/article/us-state-a-
i-governance-legislation-tracker/ (data dostepu: 5.11.2025).

154 Executive Office of the President, Federal Register: Safe, Secure, and Trustworthy Development and Use
of Artificial Intelligence, 88 FR 75191, no. 14110, 1 November 2023, s. 75191-75226, https://www.federalregister.
gov/documents/2023/11/01/2023-24283/safe-secure-and-trustworthy-development-and-use-of-artificial-in-
telligence (data dostepu: 5.11.2025).
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na celu wykrycie bledéw i luk w systemie sztucznej inteligencji na réznych etapach jego
rozwoju i wdrazania. Tego typu symulacje bezpieczenistwa maja by¢ zazwyczaj prowadzo-
ne w kontrolowanym $rodowisku i we wspétpracy z jego twércami. Inne réwnie istotne
kwestie to odpowiednie poszanowanie praw obywatelskich oraz ogélna ochrona konsu-
mentéw i ich prywatnosci. Kolejnym ciekawym aspektem tej regulacji jest che¢ wsparcia
pracownikéw tak, aby wszyscy mieli mozliwos¢ uzyskania dostepu do mozliwosci, jakie
technologia Al otwiera przed obywatelami, oraz do korzysci, jakie daje ta innowacja tech-
nologiczna. W ramach tych zatozen regulacja ta ma mie¢ wptyw na warunki pracy i pta-
cy. Ma réwniez zajmowac sie kwestiami wsparcia pracownikéw w przypadku utraty pracy
oraz otwiera¢ mozliwo$¢ wprowadzania zastepowalnosci utraconych miejsc pracy nowymi
posadami.

Kolejnym ciekawym zbiorem zasad dotyczacych sztucznej inteligencji sa Wytyczne dla
Karty Praw Al (Blueprint for an Al Bill of Rights). Nie jest to dokument wiazacy, a bardziej
proponujacy i promujacy ramifikacje polityczno-filozoficzna, dotyczaca korzystania oraz
rozwijania sztucznej inteligencji. W szczegélnosci wytyczne te skupiajg sie na: prawach
cztowieka, kwestiach prywatnosci danych, ochronie przed dyskryminacja algorytmiczna
oraz bezpieczenistwie i efektywnosci systeméw A5,

Cze$¢ inicjatyw ustawodawczych na poziomie federalnym nie przechodzi w pelni pro-
cesu legislacyjnego i z réznych przyczyn przestaje by¢ procedowana. W roku 2019 poddano
pod glosowanie dwa projekty ustaw, ktére mialy uksztattowaé skoordynowana federalng
inicjatywe, wspierajaca rozwéj badan nad sztuczng inteligencja. Byly to ustawa H.R. 2202
GrAITR (Growing Artificial Intelligence Through Research Act) oraz ustawa S. 1558 AI-IA (Artificial
Intelligence Initiative Act). Projekty te przewidywaly utworzenie Narodowej Inicjatywy ds.
Sztucznej Inteligencji, ktéra miataby inwestowa¢ w badania i rozwéj Al, wspieraé¢ budowe
zaplecza kadrowego w dziedzinie nauki i technologii, a takze koordynowaé dzialania mie-
dzy agencjami rzadowymi, sektorem prywatnym i Srodowiskiem akademickim. W ramach
inicjatywy planowano powolanie m.in. Komitetu Doradczego ds. Al, Biura Koordynacji Al
oraz Miedzyagencyjnego Komitetu ds. Al Projekty ustaw przewidywaty réwniez dziatania
instytucji, takich jak Narodowy Instytut Norm i Technologii (National Institute of Standards
and Technology, National Science Foundation) i Ministerstwo Energii (Department of Energy),
ktére mialy realizowaé programy badawcze i edukacyjne oraz wspiera¢ rozwdj standardéw

i technologii zwigzanych z AI*.

155 Blueprint for an Al Bill of Rights, OSTP, The White House, https://bidenwhitehouse.archives.gov/ostp/
ai-bill-of-rights/ (data dostepu: 5.11.2025).

156 Y. Chae, U.S. Al Regulation Guide: Legislative Overview and Practical Considerations, , The Journal of Robotics,
Artificial Intelligence and Law” 2020, vol. 3, no. 1, January, agispt.20230202082753, s. 17-40, https://search.
informit.org/doi/lO.BB16/agispt.20230202082753.
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4.3. Sztuczna inteligencja i analityki predykcyjne

Dwie z bardziej znanych inicjatyw wspierajacych prace sedziéw poprzez wykorzystanie
sztucznej inteligencji to programy informatyczne okre$lane jako COMPAS (Correctional
Offender Management Profiling for Alternative Sanctions) i PSA (Public Safety Assessment)'. Oba
pomagaja okresli¢ ryzyko w stosunku do sprawcéw przestepstw i utatwiajg sedziom podej-
mowanie decyzji o kaucji, umorzeniu kary i wymiarze kary™®, a w niektérych jurysdykcjach

takze ryzyko wystapienia przemocy'*.

4.3.1. PSA (Public Safety Assessment)

Oprogramowanie PSA jest wykorzystywane do oceny najodpowiedniejszego srodka zapo-
biegawczego przeciwko oskarzonemu albo do oceny mozliwosci przedterminowego zwolnie-
nia i ustalenia koniecznoéci (lub wysokoéci) kaucji. Stosowane jest w wielu jurysdykcjach
w Stanach Zjednoczonych Ameryki, m.in. w New Jersey, Arizonie i Kentucky. Jego celem jest
wspieranie sedziéw w podejmowaniu decyzji dotyczacych zwolnienia lub zatrzymania osoby
przed procesem. W przeciwienistwie do innych systeméw, PSA nie wymaga przeprowadzania
wywiadu z zatrzymanym. Ocena opiera sie wylacznie na danych pochodzacych z krajowych
i stanowych rejestréw zawierajacych historie kryminalng danej osoby*°.

System wykorzystuje Scisle okreslone czynniki ryzyka. Do analizowanych zmiennych
naleza: wiek w chwili zatrzymania; charakter obecnego zarzutu; istnienie innych tocza-
cych sie spraw; weczesniejsze wyroki za wykroczenia, przestepstwa i przestepstwa z uzy-
ciem przemocy; wczesniejsze niestawiennictwa w sadzie; wcze$niejsze kary pozbawienia
wolnosci. Nie bierze sie natomiast pod uwage takich cech, jak rasa, ple¢, wyksztatcenie czy
status zatrudnienia. Na podstawie tych danych PSA generuje trzy kategorie predykcyjne:
(1) ryzyko niestawienia sie w sadzie (failure to appear), (2) ryzyko ponownego zatrzymania
za jakiekolwiek przestepstwo (new criminal arrest) oraz (3) ryzyko ponownego zatrzyma-
nia za przestepstwo z uzyciem przemocy (new violence criminal arrest). Wszystkie wskazniki
przyjmuja forme skal liczbowych od 1 do 6, natomiast ostatnia kategoria jest dodatkowo ozna-

czana jako tzw. ,flaga przemocy”, w przypadku otrzymania wyniku w przedziale od 4 do 6'¢'.

17 V.A. Laptev, D.R. Feyzrakhmanova, op. cit.

158 .]. Tveita, E. Hustad, Benefits and Challenges of Artificial Intelligence in Public Sector: A Literature Review,
»Procedia Computer Science” 2025, vol. 256, s. 222-229, https://doi.org/10.1016/j.procs.2025.02.115; V.A. Laptev,
D.R. Feyzrakhmanova, op. cit.

159 H. Bloch-Wehba, Access to Algorithms, ,Fordham Law Review” 2020, vol. 88(4), s. 1265.

160 M. DeMichele, P. Baumgartner, M. Wenger, K. Barrick, M. Comfort, Public safety assessment: Predictive utility
and differential prediction by race in Kentucky, ,Criminology & Public Policy” 2020, vol. 19(2), s. 409-431.

161 Advancing Pretrial Policy & Research, Public Safety Assessment: How It Works, https://www.advancingpre-
trial.org/how-the-psa-works/ (data dostepu: 20.12.2025).
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W praktyce PSA pelni funkcje doradcza i nie zastepuje decyzji sedziego. Raport zawierajacy
ocene ryzyka trafia do sadu zwykle w ciggu 24 godzin od zatrzymania. Od tego momentu
jest analizowany wraz z argumentami stron. W wiekszosci jurysdykeji stosuje sie lokalne
matryce warunkéw zwolnienia, ktére przypisuja okreslone §rodki nadzoru do konkretnych
przedzialéw punktowych. Niskie wyniki zazwyczaj sugeruja zwolnienie bez kaucji, nato-
miast wyniki §rednie lub wysokie moga wskazywaé na konieczno$¢ dodatkowego nadzoru,
takiego jak regularne meldunki czy monitoring elektroniczny®.

Oprogramowanie PSA ma wspomagac sedziéw w stosowaniu zasady domniemania zwol-
nienia przedprocesowego oraz ,najmniej restrykcyjnych warunkéw”. Jest to zasada wymagana
w wielu stanach. Dzieki temu narzedzie ulatwia identyfikacje oséb o niskim ryzyku, ktére
moga zosta¢ zwolnione bez konieczno$ci wptacania kaucji. Zasadniczo ma to sie przyczynia¢

do ograniczenia liczby 0séb przebywajacych w aresztach!é:.

4.3.2. COMPAS (Correctional Offender Management Profiling for Alternative Sanctions)

Narzedzie COMPAS zostato stworzone do oceny ryzyka przestepczego, czyli oceny ryzy-
ka powrotu do popelniania przestepstwa - w warunkach recydywy. Oprogramowanie to
miato podpowiadaé wybér odpowiednich programéw resocjalizacyjnych, specjalnie do-
stosowanych do wiezniéw i 0séb zwolnionych warunkowo. Jednymi z wazniejszych zadan
tego oprogramowania byty indywidualizowanie podej$¢ do grupy podwyzszonego ryzyka
recydywy oraz zapewnienie innych rodzajéw inicjatyw wspierajacych dla wiezniéw i oséb
zwolnionych warunkowo z grupy niskiego ryzyka. Program COMPAS opiera sie na danych
historycznych z kartotek kryminalnych, informacjach demograficznych i informacjach o po-
chodzeniu oskarzonych oraz informacjach zebranych w kwestionariuszu sktadajacym sie ze
137 pytan. Odpowiadajac na nie, oskarzeni podaja stopien, w jakim zgadzaja sie lub nie z da-
nymi zatozeniami. Przyktadowo jedno z pytan dotyczy tego, w jakim stopniu osoba zgadza sie
ze stwierdzeniem ,Czy osobie glodnej wolno kra§é?”'**. Narzedzie to generuje wynik w skali
od 1do 10 oraz przypisuje badang osobe do jednej z trzech kategorii: niskiego, sredniego lub
wysokiego ryzyka. Cho¢ doktadna formuta matematyczna pozostaje tajemnica handlowa
producenta, wiadomo, Ze system opiera sie na korelacjach statystycznych wyprowadzonych

z danych historycznych'®.

162 BJ. Brittain, L. Georges, J. Martin, Examining the predictive validity of the Public Safety Assessment, ,Criminal
Justice and Behavior” 2021, vol. 48(10), s. 1431-1449; M. DeMichele et al., op. cit.

163 B J. Brittain, L. Georges, J. Martin, op. cit.

164 A.D. Reiling, Courts and Artificial Intelligence, ,International Journal for Court Administration” 2020,
vol. 11, no. 2, August, s. 8, https://doi.org/10.36745/ijca.343.

165 H. Bloch-Wehba, op. cit.
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W praktyce wymiaru sprawiedliwoéci w Stanach Zjednoczonych (m.in. w Wisconsin,
Nowym Jorku czy na Florydzie) wyniki generowane przez COMPAS odgrywaja istotng role
na wielu etapach procesu karnego. Sedziowie biora je pod uwage podczas wydawania wy-
rokéw, ustalajac wymiar kary, warunki kurateli czy konieczno$¢ skierowania na programy
resocjalizacyjne. Ponadto algorytm wptywa na decyzje podejmowane przed procesem, takie
jak wysokos¢ kaucji czy wybdr miedzy aresztem a zwolnieniem warunkowym, a takze na

pdzniejszym etapie - przy ustalaniu kwalifikowalno$ci do zwolnienia przedterminowego'¢®.

4.3.3. HART (Harm Assessment Risk Tool)

Innym narzedziem sztucznej inteligencji jest HART (Harm Assessment Risk Tool). Byto to opro-
gramowanie wykorzystywane w wymiarze sprawiedliwo$ci do oceny ryzyka kryminalnego
w latach 2016-2021, opracowane na potrzeby policji w Hrabstwie Durham. System ten stuzy
do prognozowania (podobnie jak COMPAS), czy podejrzanych dotyczy niskie, umiarkowane
czy wysokie ryzyko popelnienia kolejnych przestepstw w ciggu dwéch najblizszych lat'”.

Technicznie rzecz biorac, HART opierat si¢ na algorytmie Random Forest, ktdry taczyt
wyniki 509 drzew decyzyjnych w jeden model predykcyjny. System analizowat 34 zmienne
(az 29 z nich dotyczylo historii kryminalnej), takie jak np. liczba wczeéniejszych zatrzy-
man czy czestotliwo$¢ popelnianych przestepstw. Pozostate dane obejmowaty podstawowe
informacje demograficzne, w tym wiek, pte¢ oraz kody pocztowe. Na tej podstawie na-
rzedzie przypisywato osoby do jednej ze wspomnianych trzech kategorii ryzyka (niskie-
go, umiarkowanego lub wysokiego). Niemniej jednak model celowo przeszacowywat ryzyko,
aby zminimalizowaé prawdopodobienistwo blednego zakwalifikowania osoby potencjalnie
niebezpiecznej do grupy niskiego ryzyka'e.

W praktyce HART funkcjonowat jako narzedzie wstepnej selekcji na wezesnym eta-
pie postepowania karnego, a nie jako system wspierajacy sedziéw przy wymierzaniu kar.
Whbrew wczesniejszym zalozeniom korzystali z niego przede wszystkim funkcjonariusze
odpowiedzialni za podejmowanie decyzji tuz po zatrzymaniu podejrzanego (Custody Offi-
cers). Najwazniejszym obszarem zastosowania byt program Checkpoint, czyli alternatywa dla
tradycyjnego postepowania. Osoby ocenione jako stanowigce umiarkowane ryzyko mogty
zostaé skierowane do programu resocjalizacyjnego, ktérego ukonczenie pozwalato uniknaé
wpisu do rejestru karnego. Natomiast osoby zakwalifikowane jako stanowigce wysokie ry-

zyko zazwyczaj kierowano do standardowej procedury sagdowe;j.

16 Thidem.
167 G. Lupo, op. cit.
168 Thidem.
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Wynik generowany przez HART miat charakter doradczy, a ostateczna decyzja nalezata
do cztowieka nadzorujacego dziatanie tego systemu. Badania wykazaty jednak, ze policjanci
rzadko kwestionowali rekomendacje systemu. Cho¢ narzedzie mogto wpltywaé na to, czy
dana osoba w ogéle trafi przed oblicze sadu, w praktyce rzadko byto wykorzystywane
przez sedziéw do ustalania wymiaru kary. Ostatecznie np. Durham Constabulary zrezy-
gnowalo z HART w 2021 r., gtéwnie ze wzgledu na wysokie koszty finansowe i spoteczne

jego utrzymania'®.

4.3.4. Kontrowersje zwigzane z wykorzystaniem systemow predykcyjnych

Biorac pod uwage szerokie zastosowanie narzedzi sztucznej inteligencji do szacowania ryzyka
oraz sposéb ich wykorzystania, nalezy wspomnieé, ze systemy predykcyjne budza pewne
kontrowersje. Wynika to m.in. z faktu, Ze algorytmy te cechuja sie wyraZng stronniczoscia
rasowg w zakresie blednych prognoz. Czarnoskdrzy oskarzeni byli znacznie czesciej blednie
oceniani jako osoby o wysokim ryzyku, podczas gdy biali oskarzeni czesciej otrzymywali
btedne prognozy o niskim ryzyku. Dodatkowym problemem jest brak transparentnosci.
W wiekszosci wypadkéw oskarzeni nie majg mozliwosci skutecznego zakwestionowania
swojego wyniku uzyskanego w systemie, poniewaz mechanizm jego obliczania jest tajny.
Budzi to powazne pytania o sprawiedliwo$¢, odpowiedzialnos¢ oraz zachowanie zasad rze-
telnego procesu w dobie cyfryzacji sgdownictwa™®.

Sady w przesztosci rozstrzygaly o zasadnosci korzystania z systemu COMPAS oraz o do-
stepie do danych, na podstawie ktérych algorytm ten ocenial poziom ryzyka zwigzanego
z konkretnymi sprawami sgdowymi'. Jedna z glo$niejszych spraw dotyczyta E. Loomi-
sa w stanie Wisconsin. W trakcie rozstrzygania o jego winie sad wykorzystat algorytm
COMPAS do oceny ryzyka recydywy. W konsekwencji doprowadzito to do orzeczenia w sto-
sunku do niego szesciu lat pozbawienia wolnosci. W tej sprawie policja omytkowo aresztowata
Loomisa w trakcie obtawy, uznajac go za strzelca, gdyz ukrad! samochéd porzucony przez
osobe, ktéra oddata strzaly. Niemniej jednak informacje dotyczace uznania go za sprawce
strzelaniny wprowadzono do systemu. W zwigzku z tym na tej podstawie algorytm ocenit
ryzyko zwigzane z zatrzymanym, ale niebedacym w rzeczywisto$ci sprawca gtéwnego czy-

nu. Loomis zakwestionowat cate postepowanie i argumentowat przy tym naruszenie zasady

16> M. Oswald, J. Grace, S. Urwin, G.C. Barnes, Algorithmic risk assessment policing models: Lessons from the
Durham HART model and ‘Experimental’ proportionality, ,,Information & Communications Technology Law” 2018,
vol. 27(2), s. 223-250.

70 L. Angwin, J. Larson, S. Mattu, L. Kirchner, Machine Bias, ProPublica, 2016,https://www.propublica.org/
article/machine-bias-risk-assessments-in-criminal-sentencing (data dostepu: 20.12.2025); M. Oswald et al.,
op. cit.

1 E.K. Cortez, N. Maslej, Adjudication of Artificial Intelligence and Automated Decision-Making Cases in Europe and
the USA, ,,European Journal of Risk Regulation” 2023, vol. 14, no. 3, s. 457-475, https://doi.org/10.1017/err.2023.61.
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nalezytego procesu. Mimo to Sad Najwyzszy Wisconsin podtrzymatl wyrok, uznajac ocene
ryzyka za obiektywna i oparta na niezaleznych kryteriach algorytmicznych'>.

Zwolennicy stosowania narzedzi, takich jak COMPAS, twierdza, ze pomagajg one zmniej-
szy¢ liczbe 0séb przetrzymywanych, poniewaz ocena ryzyka recydywy staje sie dzieki nim
bardziej obiektywna i pozwala na stosowanie Srodkéw wolnosciowych w stosunku do wiekszej
liczby oséb. Inni twierdzg natomiast, ze w praktyce sedziowie decyduja sie na przetrzymy-
wanie wiekszej liczby podejrzanych, stosujac COMPAS. Ponadto krytycy zarzucaja, ze gtéw-
ng wadg tego konkretnego oprogramowania na pewnym etapie jego stosowania bylo uprze-
dzenie algorytmiczne. Biorac pod uwage, ze oprogramowanie wykorzystuje dane historyczne
do biezgcej oceny ryzyka, trzeba zauwazy¢, ze skutkuje to systematycznym przeszacowa-
niem ryzyka recydywy w przypadku oskarzonych afroamerykanskich w poréwnaniu do

oskarzonych rasy kaukaskiej'”.

4.4, Rozwazania praktyczne i etyczne

Zastosowanie sztucznej inteligencji w sadownictwie ma kluczowe znaczenie dla reformy
prawa i dazenia do bardziej sprawiedliwego wymiaru sprawiedliwo$ci. Niemniej jednak
dyskurs w sferze publicznej w Stanach Zjednoczonych skupia sie w gtéwnej mierze na dwéch
aspektach wdrazania AI w sgdownictwie. Pierwszym jest zagadnienie zagrozen, jakie poten-
cjalnie moga wystepowad, generujac konflikt z zasadami konstytucyjnymi lub prawa zwycza-
jowego (takimi, jak nalezyty proces, prawo do konfrontacji i przepisy antydyskryminacyjne).
Innym problemem sg zagrozenia dla polityki publicznej, wynikajace z automatyzacji, w tym
utrata pracy, stronniczo$¢"”, btedy, brak odpowiedzialno$ci oraz naruszenie zasad demokracji
i wolnosci”®. Osobng kwestig sg problemy wynikajgce z natury praktycznej i faktu, ze prawo
w Stanach Zjednoczonych jest w gtéwnej mierze stanowione przez sedziow'”".

Juz wykorzystanie mniej skomplikowanych algorytméw, a tym bardziej rozwinietych syste-
moéw informatycznych opartych na sztucznej inteligencji, moze zaowocowac watpliwosciami

tak natury faktycznej, jak i prawnej. Zastosowanie takich rozwigzan technologicznych moze

172.C. Zou, op. cit.

73 A.D. Reiling, op. cit.

74 ML.E. Lokanan, Incorporating Machine Learning in Dispute Resolution and Settlement Process for Financial Fraud,
,Journal of Computational Social Science” 2023, vol. 6, no. 2, s. 515-539, https://doi.org/10.1007/s42001-023-
00202-1.

75 A. Fine et al., Public Perceptions of Judges’ Use of AI Tools in Courtroom Decision-Making: An Examination of
Legitimacy, Fairness, Trust, and Procedural Justice, ,Behavioral Sciences” 2025, vol. 15, no. 4, April, s. 476, https://
doi.org/10.3390/bs15040476.

76 1,]. Tveita, E. Hustad, op. cit.

77 1. Deng, op. cit.
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prowadzi¢ do komplikacji procesowych, wywotanych stronniczoscig czy uprzedzeniami na
réznym tle (réwniez rasowym)® lub niezbyt doktadnym wykorzystaniem zebranych infor-
macji”. W 2020 r. amerykaniska organizacja non profit Pretrial Justice Institute, po latach
wspierania algorytmicznego narzedzia oceny ryzyka (PSA), stwierdzita, ze istnieja powazne
obawy dotyczace uprzedzen rasowych i ze model ten nie powinien by¢ stosowany w wymia-
rze sprawiedliwosci w sprawach karnych'®. Proponowane sg wiec rozwigzania minimali-
zujace zachowania lub decyzje dyskryminacyjne, stronnicze lub szkodliwe, ktére mogtyby
mie¢ wplyw na sprawy, w przypadku rozstrzygania ktérych stosowane jest oprogramowanie
oparte na sztucznej inteligencji'®. Jednym z zaproponowanych rozwigzan jest szeroko za-
krojone szkolenie sedziéw i pracownikéw sadéw. Postuluje sie, ze po zdobyciu podstawowej
wiedzy uczestnicy szkolen powinni pracowaé na symulowanych sprawach z wykorzystaniem
systeméw Al np. Intelligent Judge. System ten ma pozwalaé sedziom zapozna¢ sie z jego dzia-
taniem i ocenié¢ proponowane rozumowanie prawne. Innym przyktadem takiego podejscia
jest AI Sandbox, opracowany przez National Center for State Courts. Oprogramowanie to
ma umozliwiaé bezpieczne testowanie technologii Al przez pracownikéw sadéw przed ich

wdrozeniem w praktyce'®.

4.5. Podsumowanie

Stany Zjednoczone Ameryki maja dtuga tradycje wykorzystywania oprogramowania wspoma-
gajacego prace sadéw, mimo ze charakteryzuja sie niejednolitym krajobrazem regulacyjnym,
zlozonoscia standardéw i innymi wyzwaniami w osigganiu interoperacyjnosci systemowe;j.
Wptlywa to na trudnosci w ujednolicaniu strategii federalnej w zakresie implementacji
sztucznej inteligencji w wymiarze sprawiedliwos$ci. W rezultacie wiekszo$¢ inicjatyw wdro-
zeniowych pojawia sie na poziomie jurysdykcji stanowych, ktére charakteryzuja sie zrézni-
cowanym krajobrazem prawnym, wynikajacym z lokalnych regulacji. Dodatkowo duzy wplyw
na mnogo$¢ tych inicjatyw majg duza dynamika i konkurencyjno$¢ sektora LegalTech, ktéry
aktywnie rozwija narzedzia Al dla sgdownictwa. Ta fragmentaryzacja podejécia prowadzi do
wyksztalcenia sie heterogenicznego systemu narzedzi i metodologii Al, wykorzystywanych
w amerykanskim wymiarze sprawiedliwosci.

Wieksza czes¢ przyktaddw zaangazowania systeméw sztucznej inteligencji w pétnocno-

amer anskim wymiarze sprawiedliwosci dotyczy analit 1pre cvinej. W tyc Iz ad-
ykariskim wymi prawiedliwosci dotyczy analityki predykcyjnej. W tych przypad

78 B. Kaucz, Artificial Intelligence..., op. cit.; A. Fine et al., op. cit.
1 T. Szancito, B. Stepieni-Zatucka, op. cit.

180 T. Kerikmde, E. Parn-Lee, op. cit.

181 E K. Cortez, N. Maslej, op. cit.

182 RW. Campbell, op. cit.

USTROJ ORGANOW WYMIARU SPRAWIEDLIWOSCI 2025




Btazej Kaucz 62

kach praca sedziéw jest wspierana przez Al w zakresie podejmowania decyzji o wyrokach
i kaucjach. W USA powszechnie od kilku lat wykorzystuje sie algorytmy o réznym stopniu
zaawansowania do wstepnego zatwierdzenia kaucji przedprocesowej, rozstrzygania o zwol-
nieniach warunkowych oraz algorytmicznych predykcji dziatan policji i oséb popelniajacych
przestepstwa'®. Ponadto w procesach karnych sedziowie opieraja sie na modelach kompute-
rowych, aby ocenié: szkody, oczekiwane zyski, ryzyko, zagrozenie i warto$¢'®. Systemy, takie
jak COMPAS, PSA czy HART, wykorzystywane sg do oceny ryzyka recydywy. Niemniej jednak
budza one kontrowersje ze wzgledu na potencjalne uprzedzenia algorytmiczne i naruszenie
zasad sprawiedliwego procesu. Problemy te wymagaja pewnych rozwiazan, np. szkole-

nia sedziéw i testowania systeméw w bezpiecznych $rodowiskach.

183 1. Pilving, M. Mikiver, op. cit.; B. Kaucz, Artificial Intelligence..., op. cit.
184 J. Deng, op. cit.
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5. Inne istotne zagadnienia
zZwigzane ze sztuczng inteligencjag

5.1. Wstep

Zagadnienia etyczne dotyczace wykorzystania sztucznej inteligencji sg niezwykle wazne,
poniewaz determinujg jako$¢ i zakres wdrazanych zmian (legislacyjnych i faktycznych) w ob-
szarze rozwigzan opartych na Al. Zasadniczo rozwazania etyczne powinny by¢ poczatkiem
calego procesu decyzyjnego, zwigzanego ze sposobem wprowadzania zmian w wymiarze
sprawiedliwo$ci'®.

Panstwa powinny mie¢ §wiadomo$¢, ze wykorzystanie sztucznej inteligencji wiaze sie
z koncentracja (a niekiedy z transferem) wtadzy. W miare jak coraz bardziej polegaja one
na Al, wladza coraz bardziej bedzie sie kondensowacé. Proces ten moze pogtebiaé dalsze nie-
réwnodci (tak finansowe, jak i spoleczne), jezeli nie zostanie odpowiednio ukierunkowany.
Wynika to z réznego rodzaju ryzyka (w szczegdlnosci dotyczacego praw cztowieka i proble-
méw etycznych), jakie nalezy rozwazy¢, przeanalizowaé, a w niektérych przypadkach mu
przeciwdziatac'®®.

Podejmujac problematyke ryzyka wynikajacego z nieprzestrzegania praw czlowieka
zagwarantowanych w dokumentach miedzynarodowych, nalezy skupi¢ sie w pierwszej
kolejnosci na sprawach zwigzanych z utrzymaniem niezaleznosci calego wymiaru sprawie-
dliwodci. W tym wzgledzie pierwszorzednie kluczowa jest materia niezaleznosci sedzidéw
i prawnikéw, ktérzy moga by¢ narazeni na wptyw sztucznej inteligencji. W szczegdlnosci
dotyczy¢ to moze ograniczeri w réwnym dostepie do wymiaru sprawiedliwosci (réwnos-
ci wobec prawa), rzetelnego procesu sagdowego oraz wiasciwego, niezaleznego i bezstronnego

sadu.

185 B. Kaucz, Artificial Intelligence..., op. cit.
18 M. Satterthwaite, op. cit., s. 3
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5.2. Uwagi de lege ferenda

Biorac pod uwage zakres i tempo transformacji w obszarze wdrazania sztucznej inteligencji,
nalezy podkresli¢, ze niezbedne jest dostosowanie i urealnienie regulacji prawnych, aby
w miare mozliwo$ci odpowiadaly one dynamice tych przemian. Rozwazajac prawodawstwo
miedzynarodowe, warto wskazaé, ze prawo dostepu do wymiaru sprawiedliwo$ci wynika
m.in. z art. 8 i art. 10 Powszechnej Deklaracji Praw Cztowieka'®”. W przypadku natomiast
rozwigzan prawnych dotyczacych wspomagania pracy sedziéw przez sztuczna inteligencje
w panistwach Unii Europejskiej musza by¢ one spéjne z ustawodawstwem europejskim, m.in.
rozporzadzeniem o sztucznej inteligencji (EU Al Act)'.

Biorac pod uwage rozwazania natury ogdlnej, warto zaznaczy¢, ze jedna z ciekawszych
materii, jakie pojawiaja sie przy okazji stosowania w sposéb posredni sztucznej inteligencji
wspierajacej sedzidw i sady, jest zagadnienie tworzenia i poprawiania regulacji prawnych
przez AI'*°. Tworzenie prawa w obszarze sztucznej inteligencji mozna oméwi¢ z trzech per-
spektyw: (1) ujecia wertykalnego, (2) ujecia horyzontalnego oraz (3) metod regulacyjnych™°.
Ujecie wertykalne odnosi sie do kierunku prac legislacyjnych prowadzonych na réznych
poziomach regulacyjnych - od aktéw prawa miekkiego (np. kodeksy etyczne, standardy odpo-
wiedzialno$ci) po akty prawa powszechnie obowigzujacego (np. rozporzadzenie o sztucznej
inteligencji czy tez prace Rady Europy). Jezeli chodzi o ujecie horyzontalne, to nalezy wzigé
pod uwage obszary i zagadnienia, ktére z perspektywy debaty doktrynalnej i legislacyjnej
jawig sie jako istotne do uregulowania. Chodzi m.in. o: prawo cywilne, wlasno$¢ intelektualna,
prawo karne, obstuge prawna, ochrone zdrowia, energetyke, rolnictwo, transport, finanse,
edukacje czy rynek pracy. Ostatnig materia, istotng z perspektywy rozwazania zmian praw-
nych dotyczacych sztucznej inteligencji, a mogacych wspomaga¢ prace sedzidw, jest wybodr
metody regulacyjnej. W tym kontekscie wskazujac na odmienne podejécia przyjmowane
przez ustawodawcéw w réznych panstwach, nalezy rozwazy¢ mozliwo$é wykorzystania
trzech klasycznych metod regulacyjnych: prywatnoprawnej, karnoprawnej i administra-

cyjnoprawnej, ktérych dogtebne oméwienie wykracza poza zakres tej pracy™..

187 Ibidem.

188 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia 13 czerwca 2024 r. w spra-
wie ustanowienia zharmonizowanych przepiséw dotyczacych sztucznej inteligencji oraz zmiany rozporzg-
dzen (WE) nr 300/2008, (UE) nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i (UE) 2019/2144
oraz dyrektyw 2014/90/UE, (UE) 2016/797 i (UE) 2020/1828 (akt w sprawie sztucznej inteligencji), Dz. Urz.
UEL1689z12.07.2024 r.

189 C. Yadong, Application of Artificial Intelligence Rule of Law, [w:] Blue Book on AI and Rule of Law in the World
(2022), C. Yadong (ed.), Springer Nature Singapore, 2024, s. 283-346, https://doi.org/10.1007/978-981-97-1060-
7_7.

10 P, Burczaniuk, Tworzenie prawa sztucznej inteligencji - wyzwania i perspektywy, ,Prawo i Wiez” 2024, nr 4,
wrzesien, https://doi.org/10.36128/PRIW.VI51.707.

1P, Burczaniuk, op. cit.
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Pierwszorzednie przed prébami wdrazania jakichkolwiek rozwigzan opartych na sztucznej
inteligencji wystepuje konieczno$¢ wprowadzenia szerokiej informatyzacji pracy sadéw, tak
by zaréwno utatwiaé komunikacje z osobami spoza tego systemu, jak i usprawniaé procesy
decyzyjne podejmowane w jego ramach. Dlatego niezbedne moga okaza¢ sie dalsze zmia-
ny prawne, pozwalajace na: (1) digitalizacje informacji wytworzonych w formie analogowej
albo (2) wytwarzanie dokumentéw tylko czeéciowo, w przewazajacej iloéci, w formie cyfro-
wej (digital-first approach), albo (3) cato$ciowe wytwarzanie dokumentéw w formie cyfrowej,
ktére preferuja niektére organizacje (digital-first organisation). Jest to truizm, ale wynika to
z bardzo prozaicznej kwestii. Bez procesu digitalizacji sztuczna inteligencja nie bedzie miala
wgladu do dokumentéw przetwarzanych i przechowywanych w fizycznej formie. W zwigzku
z tym taka forma dostepu do dokumentéw (w formie papierowej) nie bedzie objeta dostepem
ani analizg narzedzi Al

W chwili obecnej w wielu jurysdykcjach praca sadéw oraz obieg dokumentéw w prze-
wazajacej czeSci opierajg sie na fizycznym wytwarzaniu i przekazywaniu dokumentdéw.
Skupiajac sie wylacznie na sferze usprawnienia pracy sadéw (pomijajac przy tym bardzo
istotny aspekt ekologiczny co do koniecznosci tworzenia i przechowywania dokumentéw
w formie papierowej), nalezy stwierdzié, ze format ten nie ulatwia pracy sadéw z powodu
jego fizycznych ograniczeni (brak mozliwosci tatwego wyszukiwania informacji oraz ich prze-
twarzania). Inng kwestig jest pewno$é dtugotrwatego przechowywania informacji w formie
zdigitalizowanej (w formacie, ktéry bedzie kompatybilny z nowszym oprogramowaniem
w dhuzszej perspektywie czasowej) oraz bezpieczeristwo zapewniajace dostep do nich tylko
przez osoby do tego uprawnione. Dlatego nalezy rozwija¢ inicjatywe ustawodawcza regu-
lujaca powyzsze zagadnienia, tj. wytwarzania, przechowywania i niszczenia dokumentéw
w formatach innych niz fizyczny.

W przypadku wprowadzenia opcji obligatoryjnego wykorzystania dokumentéw w ramach
proceséw sgdowych moze doj$é do sytuacji, ze obywatele (podobnie jak miato to miejsce
w Estonii) zazadajg stwierdzenia zgodnosci tego rodzaju przepiséw z konstytucja. Wptyw
na to moze mie¢ fakt, ze takie przepisy zaktadajg z gory znajomos¢ obstugi komputera i sys-
temoéw informatycznych przez wszystkich obywateli’

W kontekscie rozwazania zmian prawnych niezbednych do wprowadzenia Al istotne jest,
jakarolaijaka funkcja zostanie przewidziana dla sztucznej inteligencji. Jezeli bierze sie pod
uwage realizacje celu, jakim jest wylgcznie wspomaganie w podejmowaniu decyzji, a nie ich
samodzielne podejmowanie, moze sie okazaé, ze wymagane zmiany legislacyjne nie beda

az tak daleko idace. Wynika to m.in. ze wspierajacego charakteru Al. Podobne rozwazania

192 N. Siitam, op. cit.
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miaty miejsce w Estonii, gdzie ich punktem wyjscia byty potencjalne zmiany w procedurach
administracyjnych™.

Kolejnym zagadnieniem jest rozwazenie stanu prawnego w przypadku, jezeli oprogramo-
wanie oparte na sztucznej inteligencji bedzie mialo jakis rodzaj autonomii w podejmowaniu
decyzji dotyczacych np.: umarzania spraw, zastosowania zatrzymania, ustanowienia kaucji,
wydawania wyrokéw skazujacych lub przedstawiania ocen ryzyka. W zwigzku z tym kolejna
materig, ktéra musi zostaé rozwazona, jest zagwarantowanie, by przy okazji projektowa-
nia jakichkolwiek zmian sedziowie nie pozostawali bez wptywu na sposéb przetwarzania
informacji i rozstrzygania spraw. Chodzi tutaj réwniez o wolnos¢ w wykonywaniu zawo-
du sedziego, ochrone przed ingerencja innych oséb podczas orzekania i sprawowania jego
urzedu (m.in. ze wzgledu na sposéb wdrozenia i mozliwoéé korzystania z narzedzi Al), a tym
samym o to, aby nie doszto do naruszenia konstytucyjnej gwarancji niezaleznosci sadéw jako
jednej z fundamentalnych zasad ustrojowych panstwa.

Natomiast biorac pod uwage mozliwo$¢é wprowadzenia czesciowej lub calosciowej auto-
nomii sztucznej inteligencji w zakresie podejmowania jakichkolwiek zadan wkraczajacych
w kompetencje sedziéw lub urzednikéw panstwowych, nalezy podkre$li¢, ze wymagaé
to bedzie dodatkowych uregulowan prawnych. Wynika to z kilku powodéw. Po pierwsze,
Al wkraczajac w kompetencje sedziowskie, moze naruszy¢ zasady niezawistosci sadéw
i niezalezno$ci sedziéw. W ten sposéb sedziowie moga utraci¢ czesSciowa wiasciwosé do
catkowitego rozstrzygania w sprawach z zakresu ich kompetencji. Kwestia niezawistosci
sadéw réwniez musiataby by¢ podniesiona w przypadku wprowadzania zmian w systemie
wymiaru sprawiedliwosci. Istotnym elementem w tej dyskusji jest wlasnosé danych, w tym
sposéb i czas ich przechowywania (fizyczna lokalizacja serweréw, na ktérych te dane byty
gromadzone, oraz mozliwoéci ingerowania w te dane), metody analizy (jakie rozwigzania
sztucznej inteligencji zostaly uzyte do tego celu) oraz odpowiedzialno$¢ za decyzje podjete
przez albo przy uzyciu Al

Istnieje réwniez mozliwo$¢ innego odczytania sytuacji. Powyzsze rozwazania mozna
zinterpretowac analogicznie do pracy asystentéw sedziowskich, w tym przypadku trak-
tujac sztuczng inteligencje jako narzedzie dostarczajace zasoby i metody analizy. Przy ta-
kim podejiciu zakres koniecznych zmian prawnych bytby znacznie bardziej ograniczony.
Nalezy jednak podkresli¢, ze skala tych zmian zalezataby bezposrednio od planowanego
zakresu uzycia Al, a nie z géry przyjetego zalozenia, ze zadne modyfikacje prawne nie sg
potrzebne.

Innym zagadnieniem jest ocena roli referendarzy sadowych w nowej rzeczywistosci

prawnej w przypadku wdrozenia rozwigzan sztucznej inteligencji. Wynika to m.in. z cha-

193 1. Pilving, M. Mikiver, op. cit.
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rakteru pracy tych oséb, ktére do pewnego stopnia bardziej zajmuja sie czynnosciami
z zakresu ochrony prawnej niz sprawowaniem wymiaru sprawiedliwosci sensu stricto'*.
W zalezno$ci od stopnia i skomplikowania wprowadzonych zmian charakter i sposéb
pracy referendarzy sagdowych moga wymagaé przeanalizowania, a w dalszej kolejnosci -
zmodyfikowania.

W kontekscie przysztych ram regulacyjnych (de lege ferenda) stosowania sztucznej in-
teligencji w wymiarze sprawiedliwosci kluczowe sg zmiany prawne, koncentrujace sie na
prywatnosci danych oraz bezpiecznym przechowywaniu i przetwarzaniu danych osobo-
wych, w tym rejestréw karnych. W szczegélnosci musi sie to odby¢ z zachowaniem zgod-
nosci z przepisami RODO"® i wymogami bezpieczeristwa, aby uniemozliwié¢ dostep osobom
nieuprawnionym (bezposrednio lub poprzez model AI). Réwnie istotne jest wprowadzenie
regulacji dotyczacych przejrzystosci algorytmicznej (szczegélnie tym trudnej do osiggniecia,
im bardziej zréznicowane i ztozone s czynniki brane pod uwage w czynnoéciach sagdowych').
Wazne jest réwniez opracowanie skutecznych mechanizméw zaréwno pociggniecia do odpo-
wiedzialno$ci za nieprawidtowe dzialanie systeméw sztucznej inteligencji, jak i prewencyj-
nego zapobiegania stronniczo$ci Al Nalezy przy tym uwzglednié szczegétowe rozwazania
na temat bledu algorytmicznego, zwtaszcza w kontekscie wykorzystania starszych danych
historycznych, zebranych przed nowelizacja przepiséw.

Kolejng wazng kwestig jest rozwazenie wprowadzenia rozwigzan pozwalajgcych na prze-
$ledzenie proceséw decyzyjnych modeli sztucznej inteligencji oraz zminimalizowanie tzw.
,efektu czarnej skrzynki” (black box effect'”’). Niektére algorytmy Al dziatajg w sposéb skutecz-
ny, ale nieprzejrzysty. W zwiagzku z tym trudno jest zrozumie¢, jak taki algorytm podejmuje
decyzje. Nalezy przypomnie¢, ze termin ,czarna skrzynka AI” odnosi sie do sytuacji, w kté-
rych nie da sie ustali¢, dlaczego system podjat konkretng decyzje. Z kolei wyjasnialno$¢ to
cecha tych systeméw sztucznej inteligencji, ktdre potrafia przedstawi¢ uzasadnienie swoich
dziatan w sposdb zrozumialy dla uzytkownika'*®. Jest to niezbedne do utrzymania maksy-
malnej transparentnosci, szczegdélnie w systemie wymiaru sprawiedliwosci'® - niezawistosci
sedziowskiej (dajacej mozliwie petny obraz sytuacji, w ktérej sedziowie podejmuja decyzje,

wspomagani przez systemy sztucznej inteligencji) oraz niezaleznosci sadéw (oprogramo-

4 T. Szancilo, B. Stepien-Zatucka, op. cit.

195 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2016/679 z dnia 27 kwietnia 2016 r. w sprawie
ochrony o0s6b fizycznych w zwigzku z przetwarzaniem danych osobowych i w sprawie swobodnego przepty-
wu takich danych oraz uchylenia dyrektywy 95/46/WE (ogélne rozporzadzenie o ochronie danych), Dz. Urz.
UEL119z4.05.2016r.

1 J. Deng, op. cit.

177, Shi, op. cit.

198 High-Level Expert Group on Artificial Intelligence, op. cit., s. 8.

1 C. Coglianese, D. Lehr, Transparency and Algorithmic Governance, ,Administrative Law Review” 2018, No-
vember, http://www.scopus.com/inward/record.url?eid=2-52.0-85076189742&partnerID=MNSTOARS (data
dostepu: 18.10.2025).
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wanie pomimo budowania systemowej spdjnosci orzekania daje mozliwos¢ podejmowania
decyzji uwzgledniajacych konkretne wydarzenia, nie eliminujac przy tym wplywu czynnika
ludzkiego na wyroki?*°). Jest to niezmiernie wazne ponadto ze wzgledu na przejrzystosé ca-
tego systemu prawnego i watpliwosci, jakie moze to powodowaé w przypadku koniecznosci
ustalenia odpowiedzialno$ci za podjete decyzje (oraz sam proces decyzyjny). Kwestia ta ma
istotne znaczenie dla okreslenia podmiotu odpowiedzialnego w danej sytuacji, ktérym moze
byé np.: sedzia, pracownik sadu, deweloper oprogramowania, dostawca danych (pracowni-
cy socjalni itp.) lub podmiot odpowiedzialny za ich przetrzymywanie i udostepnianie tych
zwigzanych z tym oprogramowaniem. Konieczne moze by¢ uchwalenie ustawodawstwa (ina-
czej méwigc, stworzenie ram prawnych do pewnego stopnia rozwigzujacych ten problem),
uwzgledniajacego powyzsze zagadnienia. W sposéb bardziej $cisty mozna réwniez wpisaé
systemy sztucznej inteligencji w ramy prawne istniejacego ustawodawstwa, dotyczacego
kwestii rekompensat oraz odpowiedzialno$ci prawnej (tak cywilnej, jak i karnej). Jak to
zostato stwierdzone w ramach debaty nad ksztaltem i wptywem sztucznej inteligencji na
estoniski wymiar sprawiedliwo$ci, sposéb rozumowania sedziéw jest réwniez do pewnego
stopnia ,czarng skrzynka’, poniewaz calo$¢ proceséw logicznych, jaka zachodzi w mézgu
czlowieka, na tym etapie pozostaje jeszcze (tak jak Al) nieprzenikniona. Podobnie zreszta
jak sztuczna inteligencja, sedziowie moga mie¢ uprzedzenia oraz popetniaé bledy*” - tak
faktyczne, jak i poznawcze.

Jak juz wspomniano, niezbedne jest réwniez - w kontekscie omawianych zmian w sys-
temie wymiaru sprawiedliwosci - uregulowanie kwestii prywatno$ci i zarzadzania danymi
(w tym bezpieczenistwa ich przechowywania oraz przejrzystosci i wyjasnialnosci dziatania
algorytméw). W przypadku odpowiedzialno$ci prawnej za czyny lub zaniechania algoryt-
miczne polskie ustawodawstwo mogtoby zostaé¢ rozbudowane lub mogloby skorzystaé ze
wzmocnienia juz istniejgcych rozwigzan dotyczacych odpowiedzialnosci za ryzyko, podobnej
do np. odpowiedzialnosci za szkode wyrzadzong przez ruch przedsiebiorstwa lub zaktadu
(art. 435 k.c. lub powigzany z nim art. 436 k.c.). Innym rozwigzaniem jest rozwazenie od-
powiedzialno$ci zbudowanej na podobnych zasadach albo wprost skorzystanie z rozwigzan
prawnych odnoszacych sie do odpowiedzialnosci za szkody wyrzadzone przez produkt
niebezpieczny (art. 449 k.c.).

Dodatkowo bez istotnych wytycznych w zakresie etyki istnieje ryzyko powaznych szkdéd
spotecznych i erozji zaufania publicznego. W zwigzku z tym wprowadzenie przejrzystych
ram prawnych, dotyczacych przetwarzania danych, audytu algorytmicznego i obowigzkowego

nadzoru ze strony czlowieka, jest kluczowym wskaznikiem tej dojrzatosci.

200 7. Shi, op. cit.
201 ML.G. Cantero, G. Gentile, op. cit.
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5.3. Uwagi res practicae

Wprowadzanie narzedzi sztucznej inteligencji do wspomagania pracy sedziéw wymaga
uwzglednienia szeregu zagadnien praktycznych, ktére moga mie¢ bezposredni wptyw
na potencjalne zmiany prawne. Istnieje zatem konieczno$¢ spojrzenia na kwestie korzystania
przez sedziéw (oraz pracownikéw sadéw) z narzedzi Al z szerszej perspektywy. Kluczowe
sa zapewnienie braku wplywu zewnetrznego na dzialanie systeméw oraz skuteczne budo-
wanie zaufania spotecznego do sadéw i sedziéw. Mozna to prébowacé osiagnaé poprzez gwa-
rancje réwnosci wobec prawa i maksymalnej bezstronno$ci wymierzanej sprawiedliwosci.
Jest to o tyle trudne zagadnienie, ze w wielu spoteczenistwach, w tym w Polsce, utrzymuja
sie obawy dotyczace stronniczosci Al i ograniczen jej mozliwosci.

Przed podjeciem jakichkolwiek zmian konieczne jest rozwazenie zasadno$ci wykorzy-
stania narzedzi sztucznej inteligencji, a takze stopnia, w jakim rozstrzygniecia orzecznicze
i uzasadnienia podjete przez te systemy moga by¢ wykorzystywane na kolejnych etapach
zarzadzania sprawami w sadach. Ma to szczegdlnie znaczenie, gdy dane i decyzje sg prze-
kazywane innym podmiotom w ramach wymiaru sprawiedliwo$ci. Nastepnie nalezy rozwa-
zy¢ zakres dyskrecji, jaka jest ustalona w stosunku do decyzji rozstrzyganych przez sztuczna
inteligencje oraz podmiotéw, ktére na te decyzje maja wptyw. Dotyczy to m.in. ztozonosci
wiasnoéci podmiotéw (publicznych i prywatnych), ktére dane przechowuja i przetwarza-
ja2°2. Konieczne jest réwniez ustalenie wtasno$ci danego podmiotu oraz miejsca fizycznego
przechowywania tych danych. Jest to istotne, poniewaz bedzie miato wplyw na wybér ju-
rysdykeji, pod ktéra te dane beda podlegaty. Innymi stowy, ze wzgledu na bezpieczenistwo
narodowe nie powinno sie dopusci¢, aby dane dotyczace jednego wymiaru sprawiedliwosci
byly przetrzymywane i analizowane w innych panstwie.

Kolejnym, nie mniej istotnym zagadnieniem praktycznym jest fakt, ze algorytmy sztucznej
inteligencji moga by¢ obarczone réznymi rodzajami uprzedzen (np. statystycznych, moral-
nych, algorytmicznych lub celowych). Uprzedzenie statystyczne pojawia sie wéwczas, gdy
prognozy algorytmu odbiegaja od rzeczywistosci. Czesto wynika to z btednego modelowania
lub niekompletnych danych. W zwiagzku z tym problem ten dotyczy bardziej jakosci danych
niz samej sztucznej inteligencji. Uprzedzenie moralne wystepuje wtedy, kiedy wyniki al-
gorytmu s3 niezgodne z obowigzujacymi normami prawnymi, etycznymi czy spotecznymi.
Z kolei uprzedzenie wynikajace z uwarunkowania zbiorem danych wejéciowych (szerzej znane
jako uprzedzenie algorytmiczne) wiaze sie z tym, ze sztuczna inteligencja uczy sie wylacznie na
podstawie dostarczonych danych, ktére moga by¢ wybiércze lub znieksztalcone, a tym samym

moze to prowadzi¢ do utrwalenia istniejacych uprzedzen w kodzie algorytmu. Uprzedzenie

202 1, Pilving, M. Mikiver, op. cit.
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celowe moze wystgpi¢ wéwczas, gdy narzedzia rozpoznawania twarzy lub algorytmy predyk-
cyjne sa wykorzystywane do celowego kierowania dziataii wobec grup spotecznych uznanych
za nieuprzywilejowane lub marginalizowane®®. Biorac pod uwage powyzsze, trzeba podkresli¢,
ze istotna jest jeszcze kwestia odwrotna. Sztuczna inteligencja moze dzialaé jako narzedzie
audytowe poprzez analize proceséw sagdowych w celu identyfikacji ludzkich uprzedzen oraz
niespdjnego stosowania przepiséw. Takie wykorzystanie prowadzi do ustandaryzowanych
i bardziej sprawiedliwych rozstrzygnieé (np. w sprawach finansowych). Wykorzystanie Al
w taki sposéb moze w efekcie zwiekszaé zaufanie spoteczne do wymiaru sprawiedliwosci?*.

Zupelnie osobng materig jest zagadnienie tréjpodziatu wtadzy (a wiasciwie jego zagro-
zenie) w sytuacji, kiedy rozwazy sie, ze wladza wykonawcza moze mieé niewspétmiernie
duzy wplyw na wladze sgdownicza. Wynika¢é to moze ze sposobu zarzadzania danymi, mocy
obliczeniowej przeznaczonej do ich analizy, a takze z samego oprogramowania analitycznego,
ktére stanowi fundament rozstrzygnieé¢ sadowych (tj. postanowieri lub wyrokéw). Uzyskanie
kontroli nad zasobami, z ktérych korzystaja organizacje z innej struktury panistwa, moze spo-
wodowa¢ nieréwnowage wtadzy albo wrecz utrate stabilnosci catego systemu panistwowego.

Na dodatek wprowadzenie sztucznej inteligencji do postepowan sadowych w sprawach
cywilnych nie moze umniejszaé praw obywateli do rzetelnego procesu sadowego. Wynika to
z mechanizméw prawnych zagwarantowanych przez Konstytucje RP i Europejska konwencje
praw czlowieka®®. Do rozstrzygniecia pozostaje, czy w kontekscie takiego systemu prawnego
jak w Polsce mozna by méwi¢ o przymiotach sadu, ktdry jest nalezycie obsadzony**® w przy-
padku catkowitej automatyzacji proceséw decyzyjnych sprzezonych ze sztuczng inteligencja.
Sad jest bezstronny wtedy, kiedy sedzia nie tylko subiektywnie czuje sie bezstronny, ale
takze obiektywnie jest tak postrzegany przez uczestnikéw procesu. Sedzia ma obowigzek
dba¢ o oba te elementy. W praktyce oznacza to brak uprzedzen i kierowanie sie wytacznie
obiektywizmem oraz sprawiedliwoscia w sprawie®”, ktére to przymioty i zdolnosci ciezko
jest przypisaé wprost sztucznej inteligencji. Specjalna sprawozdawczyni ds. niezaleznosci
sedziéw i prawnikdéw, M. Satterthwaite, uwaza, ze prawo do rozpatrzenia sprawy przed nie-
zaleznym i bezstronnym trybunatem zwigzane jest z mozliwoscig rozstrzygania spraw oraz
prawem do bycia reprezentowanym przez osobe, a nie algorytm. W zwigzku z tym prawo
to wymaga dostepu do sedziego cztowieka, a prawo do adwokata wedtug wtasnego wyboru

wiaze sie z dostepem do adwokata czlowieka?®®.

203 Center for Security and Emerging Technology et al., Al for Judges, 2021, https://doi.org/10.51593/20190019.

204 ML.E. Lokanan, op. cit.

205 T. Szancilo, Artificial Intelligence and Case Categories in Civil Proceedings, ,,Studia Iuridica” 2024, vol. 103,
https://doi.org/lO.31338/2544-3135.Si.2024-103.l.

206 T. Szancito, B. Stepien-Zatucka, op. cit.

207 Ibidem.

208 M. Satterthwaite, op. cit.
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Nastepnym zagadnieniem jest mozliwo$¢ potencjalnej integracji nowo wprowadzanych
rozwigzan Al z platforma e-Obywatel. Ponadto powinno sie poczynié¢ przygotowania legi-
slacyjne, zmierzajace do faczenia tej aplikacji z innymi interfejsami oraz oprogramowaniem
do zarzadzania procesami w panstwowych agencjach i administracji paistwowej. Jest to
zgodne z nowym europejskim kierunkiem rozwoju, zwanym Zastosuj Strategie Al (Apply
Al Strategy), ktéry zaktada wprowadzenie rozwigzan sztucznej inteligencji na szeroka skale.
Adaptacja rozwigzan Al ma mieé szeroko zakrojony charakter w ramach wysitkéw Komi-
sji Europejskiej, by wzmacniaé¢ konkurencyjno$¢ europejskich panstw i przedsiebiorstw.
Wprowadzanie rozwiazan wspomagajacych prace sedziéw w polskim systemie sadownic-
twa bedzie sie doskonale wpisywaé w powyzsza inicjatywe europejskg>®.

Dodatkowo trzeba wzia¢ pod uwage to, ze wspdtczesnie istnieja obawy dotyczace wy-
korzystania sztucznej inteligencji do pelnego zastapienia sedziéw, a nawet w prostych lub
powtarzalnych sprawach. Wynika to z faktu, ze Al musiataby radzié sobie ze zlozonymi
ludzkimi zachowaniami, nivansami i procesem decyzyjnym, ktére sa niezbedne w roli se-
dziego. Dodatkowo powszechne wykorzystanie sztucznej inteligencji w orzecznictwie moze
sprawié, ze prawo stanie si¢ sztywne i nieelastyczne. Moze to wynika¢ z braku niezbednej
elastyczno$ci zapewnianej przez sedziéw. Inng kwestig jest mozliwos$¢ zachowania prawa
do odwotania sie od decyzji sedziego, ktdre jest oparte na AI*°.

Inng bardzo istotng materia, jaka nalezy rozwazy¢, wprowadzajac zmiany z uzyciem sztucz-
nej inteligencji, jest mozliwos$¢ jej wykorzystania jako substytutu ustug thumaczy przysiegtych
w trakcie posiedzen sagdowych oraz w ramach szerszego ttumaczenia dokumentéw przetwarza-
nych przez sady. Ponownie pojawia sie w tym miejscu zagadnienie odpowiedzialnosci takiego
oprogramowania. W zwigzku z tym problematyka odpowiedzialnosci za szkody powstate
z tytutu przeinaczenia w ttumaczeniu lub thumaczenia wprowadzajacego w btad powinna by¢
rozstrzygnieta zgodnie z oméwionymi juz zagadnieniami, dotyczacymi odpowiedzialnosci za
dzialania i zaniechania sztucznej inteligencji. Niemniej jednak pojawilaby sie koniecznosé

wprowadzenia tego typu regulacji expressis verbis dla unikniecia zamieszania prawnego.

5.4. Podsumowanie praktycznych aspektéw wdrazania Al
wspomagajacej prace sedziow

Widrazanie rozwigzan sztucznej inteligencji wspierajacych prace sedziéw wymaga uwzgled-

nienia szeregu kluczowych czynnikéw, ktére decyduja o skutecznosci i trwatosci tych syste-

209 European Commission, Commission Launches Two Strategies to Speed up Al Uptake in European Industry and Science,
Press Release, https://ec.europa.eu/commission/presscorner/detail/en/ip_25_2299 (data dostepu: 10.10. 2025).
20 T. Szancito, op. cit.
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méw. Podstawg jest zapewnienie stabilnego finansowania oraz odpowiedniej infrastruktury
technicznej. Nie mniej wazny jest takze dostep do specjalistycznej wiedzy i kompeten-
cji technicznych. Dtugoterminowa efektywnos¢ systemu zalezy od mozliwosci jego aktuali-
zacjiimodyfikacji bez zakicania pracy uzytkownikéw. Musi to nastapi przy jednoczesnym
testowaniu wptywu tych zmian na funkcjonowanie sagdéw.

Istotnym elementem wdrozenia jest integracja systeméw i ich uzytecznos¢. Nalezy zadbaé
o intuicyjny interfejs uzytkownika oraz zbieranie informacji zwrotnej od sedziéw i pra-
cownikéw. W dtuzszym okresie pozwoli to na dostosowanie narzedzi do realnych potrzeb.
Systemy Al musza by¢ elastyczne i zdolne do adaptacji w zmieniajacym sie otoczeniu praw-
nym. Wazne sg réwniez skalowalno$¢ rozwigzan pilotazowych i mozliwo$¢ ich wdrozenia
w calym systemie sgdowniczym.

Bezpieczenistwo danych i infrastruktury to kolejny kluczowy aspekt. Konieczne jest zabez-
pieczenie dostepu do systeméw. Tutaj istotna kwestia jest zapewnienie trwatosci licencji na
produkty zewnetrzne oraz mozliwos¢ przejecia kodéw zrédtowych w przypadku zakoricze-
nia $wiadczenia ustug. Szczegdlng uwage nalezy poswieci¢ ochronie danych. Dotyczy to zwtasz-
cza tych wprowadzanych za pomoca narzedzi zewnetrznych. Nie do przecenienia jest réwniez
zapewnienie odpowiednich mechanizméw bezpieczenstwa przechowywania i przetwarzania
wszystkich danych, uzyskanych i wytworzonych w ramach danego systemu.

Waznym elementem wdrozenia Al jest takze monitorowanie dziatania systeméw i procesu
decyzyjnego. Integracja réznych zrédet informacji umozliwia ocene trafnosci podejmowa-
nych decyzji w kontekscie zalozonych celéw, a takze §ledzenie postepéw oséb przecho-
dzacych przez system wymiaru sprawiedliwosci. Kluczowe jest okreslenie sposobu i jakosci
integracji systemdw na réznych etapach postepowania sgdowego. Caty proces powinien by¢
wsparty szkoleniami dla sedzidéw i pracownikéw oraz biezacym nadzorem nad wdrazaniem
i wykorzystywaniem nowych narzedzi w codziennej pracy?!.

Konieczne jest zatem rozwazenie pozostawienia barier dostepu do wymiaru sprawiedli-
wosci na etapach planowania i wdrazania narzedzi sztucznej inteligencji. W ramach procesu
implementacji konieczne jest przeanalizowanie zasadno$ci pozostawienia pewnego pozio-
mu barier dostepu, szczegdlnie finansowych, do wymiaru sprawiedliwo$ci. Mozliwo$¢ szyb-
kiego i intensywnego przetwarzania spraw przez system (tak w ramach spraw karnych,
jak i cywilnych) moze spowodowaé tzw. pieniactwo sagdowe, naduzycie prawa do sagdu oraz
dzialania destrukcyjne wymierzone zaréwno w osoby postronne, jak i sam wymiar spra-
wiedliwosci. Jednakze szybko$¢ przetwarzania wnioskéw procesowych przy wykorzystaniu
sztucznej inteligencji moze przyczynié sie do tego, ze stosowanie obstrukcji procesowej (np.

w postaci wnoszenia znacznej liczby wnioskéw dowodowych) stanie sie bezowocne.

21 B. Kaucgz, Artificial Intelligence..., op. cit.
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5.5. Wdrazanie innych ciekawych rozwigzan Al

Oprécz wspomnianych rozwiazan prawnych i faktycznych, wykorzystanych przez Stany
Zjednoczone Ameryki, Chiny oraz Estonie, warto wzmiankowa¢ pojedyncze rozwiazania
prawne, ktére moga jawié sie jako interesujace, oraz podejscia do wdrazania tych zagadnien
w innych jurysdykcjach.

Jednym z takich rozwiazan jest Legal-BERT??, ktdry jest modelem uczenia maszynowego
typu open-source, wytrenowanym na tysigcach dokumentéw prawnych. Legal-BERT to spe-
cjalistyczny model sztucznej inteligencji przeznaczony dla branzy prawniczej, oparty na
architekturze BERT firmy Google. Ten model jezykowy zostal wprowadzony i udostepniony
w pazdzierniku 2018 r. BERT osiagnal spora wydajnos¢ w kilku zadaniach przetwarza-
nia jezyka naturalnego (NLP). Jest szczegélnie skuteczny w przetwarzaniu i zrozumieniu
skomplikowanych dokumentéw prawnych. Jego skuteczno$¢ moze okazacé sie bardzo przy-
datna w kontekscie usprawniania pracy sagdéw i wspomagania sedziéw??. Innym tego typu
rozwigzaniem, opartym na sztucznej inteligencji, jest DoNotPay. Jest to darmowy chatbot,
oferujacy porady prawne i ustugi oparte na sztucznej inteligencji. Chatbot rozpoczyna dzia-
tanie od zadania serii podstawowych pytan w celu opisania roszczenia. Nastepnie generuje
odpowiednie dokumenty i przesyla je do sadu. Poczatkowo stworzony zostat do kwestiono-
wania mandatéw parkingowych w wybranych stanach USA. Z czasem zostat rozszerzony
na wszystkie 50 stanéw oraz obejmuje wiekszy zakres spraw, m.in. dotyczacych naruszenia
danych, opéZnienn w dostawie przesytek czy pobierania nieuczciwych optat bankowych?*.
Innym przyktadem ze Stanéw Zjednoczonych jest start-up Ravel. Firma ta opracowata opro-
gramowanie, ktdre stuzy do analizy trendéw w orzecznictwie, pracy sadéw oraz profili se-
dziéw. Oprogramowanie to ma wspomagac ocenianie ryzyka zwigzanego z procesami oraz
perspektywa na ich pozytywne rozstrzygniecie po otwarciu przewodu sadowego. Dziatanie
tych narzedzi nie jest publicznie dostepne, a ich doktadno$¢ nie zostata ujawniona. Firma
Ravel zostala przejeta na pewnym etapie przez najwiekszego dostawce informacji prawnych
w USA - firme LexisNexis®, ktéra wprowadzita czes¢ rozwiazan do swojego pakietu ustug?®.

Tymczasem w Anglii i Walii wdrozono sztuczng inteligencje do zarzadzania sprawami
z zakresu internetowego rozwigzywania sporéw i wspomagania zadan administracyjnych.

Natomiast w Belgii za posrednictwem dekretu krélewskiego zostal powotany do zycia Ko-

212 Oprogramowanie to jest ogélnodostepne na stronie https://opensource.legal/projects/Legal_BERT (data
dostepu: 27.10.2025).

22 Jedng z najbardziej charakterystycznych cech tego oprogramowania jest jego logotyp. Legal-BERT nawig-
zuje w bezposredni sposéb do jednej z postaci ,Ulicy Sezamkowej” - Berta. Sprawia to, ze jako projekt zapada
on mocniej w pamie¢, pozytywnie kojarzac sie z jednym z najstynniejszych muppetéw.

214 G. Lupo, op. cit.

25 A.D. Reiling, op. cit.
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mitet ds. Sztucznej Inteligencji. Gtéwnymi zadaniami tego komitetu sg doradzanie rzadowi
w zakresie polityk zwigzanych ze sztuczng inteligencja i pelnienie funkeji gtéwnego punktu
kontaktowego do spraw zarzadzania AI**.

Zupelnie osobng kwestig, ktéra zaczyna pojawiaé sie w dyskursie akademickim, jest
mozliwos¢ wykorzystania sztucznej inteligencji nie tylko do stosowania prawa, ale réwniez
jego tworzenia?”. Proponuje sie w takim przypadku, zeby modele sztucznej inteligencji,
ktére wykorzystuje sie obecnie albo dopiero rozwija, mogty zosta¢ réwniez uzyte do reda-
gowania propozycji zmian legislacyjnych. Wynika to z zalozenia, Zze tego rodzaju modele
zostaly wytrenowane na setkach, a nawet tysigcach spraw, aby pomaga¢ w rozpatrywaniu
sporéw i przygotowywaniu rozstrzygnie¢ sagdowych, wiec moga zosta¢ tez wykorzystane
do proponowania zmian legislacyjnych. Logika takiego zalozenia opiera sie na fakcie, ze
modele te moga potencjalnie zosta¢ uzupelnione o wlasnie takie dodatkowe funkcje. W ca-
toksztalcie chodzi o wdrazanie rozwigzan pozwalajacych modelowi Al odnajdywaé wzorce
oraz ,waskie gardta” w ramach istniejacego systemu legislacyjnego. Kolejnym zadaniem Al,
po zidentyfikowaniu brakéw lub niespéjnosci legislacyjnych, byloby proponowanie zmian,
ktére moga udoskonalaé i poprawia¢ rozwigzania przedkladane dotychczas przez ustawo-
dawce. Za takimi mozliwo$ciami przemawiaja podobne wzgledy, jakie motywuja wdrazanie
rozwiazan sztucznej inteligencji w ramach réznych jurysdykeji, a mianowicie skracanie czasu
oczekiwania na rozstrzygniecia sgdowe, upraszczanie systemu oraz zmniejszenie kosztéw
generowanych przez wymiar sprawiedliwo$ci. W §wietle rozwazan na temat wykorzystania
przy tworzeniu i ulepszaniu rozwigzan prawnych Al potencjalnie mogtaby tez proponowa¢
zmiany majace na celu jego uproszczenie oraz czyni¢ prawo bardziej czytelnym dla laikéw.
Jest to zgodne z zalozeniami The Plain English Movement (Ruch Prostego Jezyka Angielskie-
g0)*¢, ktéry zaczal zyskiwaé na popularnoéci juz w latach sze$édziesigtych XX w. w USA. Ruch
ten opierat sie na prostym zatozeniu, ze jezyk prawny powinien by¢ jak najbardziej prosty
w formie oraz zrozumiaty dla jak najwiekszej liczby oséb. Jest to o tyle ciekawe rozwiazanie,
ze z zalozenia (przy dostepie do duzych iloci danych i dokumentéw) istnieje mozliwo$é
identyfikowania przez sztuczng inteligencje rozwigzan prawnych, ktére z jakiegokolwiek
powodu (np. niejasnosci zapisu, wadliwego odwotania do innych aktéw prawnych albo
wewnetrznej niespéjnosci) moga generowaé nadmierne obcigzenie dla systemu wymiaru
sprawiedliwoéci. Tym samym po skutecznym zdiagnozowaniu i zaadresowaniu kluczowych
kwestii Al ma potencjat doprowadzenia do ich rozwigzania badZ do stanu, w ktérym nie beda

one uznawane za problematyczne. W takim przypadku rozwigzanie probleméw a priori moze

26 N. Maslej et al., op. cit.

27T, Deng, op. cit.

28Y. Xu, ].E. Casal, Navigating Complexity in Plain English: A Longitudinal Analysis of Syntactic and Lexical Com-
plexity Development in L2 Legal Writing, ,Journal of Second Language Writing” 2023, vol. 62, s. 101059, https://
doi.org/10.1016/j.jslw.2023.101059.
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prowadzi¢ do sytuacji, ze sprawy danego typu nie bedg angazowa¢ zasobéw przeznaczonych
na utrzymanie wymiaru sprawiedliwo$ci. Osobng kwestig jest pomoc ze strony AI w poda-
zaniu za zmienno$cig prawa w czasie. Jest to potencjalnie jeden z dodatkowych czynnikéw,
jakie moga wspomagac prace sagdéw przy rozstrzyganiu spraw, z ktérych niektére moga mieé
historyczny charakter (albo uwzgledniajacy prawodawstwo juz nieobowiazujace).

Biorac pod uwage szybkos¢, z jaka rozwija sie technologia sztucznej inteligencji, trzeba
wskazad, ze sady w najblizszym czasie bedg musiaty sie mierzy¢ z problemami spotecznymi
i sprawami sgdowymi wywotanymi przez tzw. deepfake. Technologia deepfake, najprosciej
ujmujac, dotyczy treéci (obrazéw, plikéw dzwiekowych albo wideo), ktére zostaty zma-
nipulowane lub catkowicie wygenerowane przez sztuczng inteligencje. Biorac pod uwage
ich potencjalne zagrozenia i skutki, nalezaloby zastanowi¢ sie nad mozliwoscig wdrazania
srodkéw zaradczych?®. Tutaj z pomocg moze przyj$é¢ kryminalistyka cyfrowa, ktéra swoim
zasiegiem obejmuje identyfikacje, pozyskiwanie, przetwarzanie, analizowanie i raporto-
wanie danych przechowywanych elektronicznie w celu zapewnienia ich dopuszczalno$ci
i autentyczno$ci w sagdach karnych?*. W pierwszej kolejnosci wskazane byloby rozwazenie
poszerzenia zakresu wiedzy sedziéw w tym wzgledzie. W dalszej kolejnosci nalezatoby zasta-
nowi¢ sie nad rozwigzaniem wprowadzenia zabezpieczen prawnych ze wzgledu na szersze
implikacje dla polityki, bezpieczenistwa narodowego i proceséw demokratycznych®. Otwarta
pozostaje natomiast kwestia, czy jest mozliwe opracowanie i wdrozenie oprogramowania,
ktére bedzie wspomagalo sedziéw w ocenie autentycznoéci dowodéw (m.in. w kontekscie
uzycia technologii deepfake do ich potencjalnego zmanipulowania).

Innym bardzo ciekawym rozwigzaniem, opartym na zaawansowanych algorytmach, jest
wykorzystanie modeli graficznych 3D do prezentowania w trakcie procesu tzw. wirtualnej
autopsiji (virtopsy). Modele te umozliwiaja prezentacje ustaleti patomorfologéw w sadzie
w sposéb bardziej przystepny i mniej inwazyjny niz tradycyjne eksponowanie fragmentéw
ciata. Technika ta (w jednym przypadku opracowana przez zespét z Berna w Szwajcarii)
polega na komputerowej analizie danych obrazowych, uzyskanych podczas badan posmiert-
nych. Informacje te s3 wykorzystywane do planowania autopsji, potwierdzania jej wynikéw
oraz ponownej analizy w przypadku pojawienia sie¢ dodatkowych pytan w toku sledztwa®?2.

Biorac pod uwage etap zaawansowania, na jakim sg obecnie algorytmy Al, mozna zaczaé¢

je traktowac¢ w kategorii zaawansowanych badaczy prawa®, wspomagajacych prace sadéw

2 B. Kaucz, Artificial Intelligence..., op. cit.

220 R. El-Kady, Decoding the Dark: Al and ML in the Dark Web Cybercrime and Cryptocurrency Forensics, , Interna-
tional Cybersecurity Law Review” 2025, vol. 6, no. 2, s. 107-143, https://doi.org/10.1365/s43439-025-00145-5.

21 M.-P. Sandoval et al., Threat of Deepfakes to the Criminal Justice System: A Systematic Review, ,Crime Science”
2024, vol. 13, no. 1, November, s. 41, https://doi.org/10.1186/s40163-024-00239-1.

222 E. Nissan, op. cit.

23 ] Deng, op. cit.; B.L. Liebman, op. cit.
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w przeszukiwaniu zdigitalizowanych zasobéw. Sztuczna inteligencja posiada zdolnosci roz-
poznawania oraz przetwarzania dokumentéw i wyrokéw. Czynnosci te AI moze wykona¢
duzo szybciej niz cztowiek, ale na podobnym poziomie doktadnosci analizy tych tekstéw.
Ponadto dostep do duzej ilosci danych pozwala na: szybsza i sprawniejszg analize spraw,
wyszukiwanie podobnych spraw, ich poréwnywanie, wykrywanie wzorcéw oraz wycigganie
na tej podstawie wnioskéw. Istotnym aspektem jest tez fakt, ze algorytmy - w przeciwien-
stwie do ludzi - nie mecza sie i nie rozkojarzaja. Jest to oczywiscie truizmem, ale niezmiernie
istotnym w kontekscie istoty spraw rozstrzyganych przez sady, ktére przecigzone sa ogromna

liczbg spraw do rozstrzygniecia.

5.6. Podsumowanie

Wprowadzenie sztucznej inteligencji do wymiaru sprawiedliwo$ci wymaga przeprowadze-
nia odpowiednich zmian prawnych. Pewne instytucje prawne, istniejace w polskim usta-
wodawstwie, moga by¢ stosowane w tym kontekscie (réwniez biorac po uwage niedawne
rozwigzania prawne, zaproponowane na poziomie Unii Europejskiej, takie jak wspomniany
EU Al Act). Niemniej jednak potrzebne sa kompleksowe regulacje, aby zapewnié spéjnosé,
transparentno$¢ i realng ochrone poszkodowanym w przypadku zmian, jakie mogtyby
zostaé wywolane przez (autonomiczng) sztuczng inteligencje?**. Natomiast realizacja tego
potencjatu wymaga prawidlowej implementacji w ramach sektora publicznego®®. Dotyczy
to m.in. wczesnego wykrywania i monitorowania zagrozen oraz wdrazania skutecznych za-
bezpieczen, kontroli dostepu i sSrodkéw ograniczajacych ryzyko?. Wykorzystanie sztucznej
inteligencji jako asystenta sedziego jest mozliwe do pomocy w takich zadaniach, jak badania
prawne, analiza dowoddéw i sporzadzanie orzeczert wstepnych. Niemniej jednak w dalszym
ciagu wymagany jest nadzér cztowieka, gdy ostateczna decyzja pozostaje w gestii sedziego®”.
Podobnie, sztuczna inteligencja moze by¢ skutecznie wykorzystana do wykonywania zadan
administracyjnych, takich jak zarzadzanie sprawami i przetwarzanie dokumentéw, co mo-

globy poprawié¢ efektywno$¢ bez negatywnego wplywu na proces sagdowy??.

22¢ M. Dymitruk, Sztuczna inteligencja w wymiarze sprawiedliwosci?, [w:] Prawo sztucznej inteligencji, L. Lai,
P. Swierczynski (red.), Seria: Monografie Prawnicze, Wydawnictwo C.H. Beck, Warszawa 2020, s. 275-289;
T. Szancilo, op. cit.; ]. Ryberg, Artificial Intelligence and Criminal Justice: How to Use Algorithmic Sentencing Support
in Real Life (and Ethically Non-Ideal) Penal Systems?, ,,Al and Ethics” 2025, vol. 5, no. 3, s. 3255-3263, https://doi.
org/10.1007/s43681-024-00655-8.

25 1,]. Tveita, E. Hustad, op. cit.

26 R. Shah et al., An Approach to Technical AGI Safety and Security, arXiv, 2025, https://doi.org/10.48550/
ARXIV.2504.01849.

227 T. Szancito, op. cit.

228 Tbidem.
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Niektdrzy proponujg wdrazanie narzedzi sztucznej inteligencji w celu wspierania sedziéw
i sadéw w sposéb stopniowy (niemniej niecatkowicie we wszystkich sprawach)®?°. Poczat-
kowo zaleca sie, aby wprowadza¢ Al jako asystenta wspierajacego zadania administracyjne,
nastepnie jako oprogramowanie wspierajace sedziéw w ocenie dowodéw, a docelowo - w nie-
ktérych mniej skomplikowanych sprawach - jako podejmujace (pét)autonomiczne decyzje®°.

Na obecnym etapie mozna zatozy¢, ze w niedalekiej przysztosci bedzie mozna korzysta¢ ze
sztucznej inteligencji do sprawdzania i §ledzenia rozwazan, decyzji oraz poziomu dyskrecji
sedziéw w ich orzecznictwie w czasie®!. Inng kwestig jest to, ze w wielu jurysdykcjach wzrosta
liczba spraw zwigzanych z AI, wnoszonych do sagdéw. W znamienitej wiekszosci postepowa-
nia te dotyczg spraw cywilnych??. Powoduje to dodatkowa presje na sedziéw, by uzupelniali
swoje kompetencje w zakresie sztucznej inteligencji oraz jej wptywu na spoteczenistwo.

Cze$¢ systeméw generatywnej sztucznej inteligencji funkcjonuje w trybie wspomnianej
juz ,czarnej skrzynki AI"?®. Oznacza to, ze wykonuja one powierzone zadania i dostarczajg
wyniki bez mozliwosci przesledzenia procesu przetwarzania przekazanych w tym celu
danych. Brak przejrzystosci w kontekscie wykorzystania AI do predykcji lub oceny spraw
sadowych moze rodzi¢ watpliwosci co do trafnosci i rzetelno$ci wydawanych rekomendacji.
Zwiekszenie transparentnosci dziatania takich systeméw mogtoby znaczaco ograniczy¢
ryzyko bledéw, stronniczosci oraz niescistosci w orzekaniu, a tym samym - wzmocnié zau-
fanie do technologii wykorzystywanej w wymiarze sprawiedliwo$ci. Za przyktad wzmoc-
nienia przejrzystosci mozna uznaé umozliwienie wgladu w przebieg procesu decyzyjnego,

zrédia danych oraz logike algorytmiczna.

29 V. A. Laptev, D.R. Feyzrakhmanova, op. cit.

20 Thidem; B. Kaucz, Artificial Intelligence..., op. cit.; ]. Ryberg, Artificial Intelligence..., op. cit.

2171, Deng, op. cit.; B.L. Liebman, op. cit.; C. Zou, op. cit.; W. Wu, X. Lin, op. cit.

232 C. Yadong, Analysis of Artificial Intelligence Judicial Cases, [w:] Blue Book on AI and Rule of Law in the World
(2022), C. Yadong (ed.), Springer Nature Singapore, 2024, s. 347-365, https://doi.org/10.1007/978-981-97-1060-
7_8.

233 B. Kaucz, Artificial Intelligence..., op. cit.
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6. Zakonczenie

Poréwnanie do§wiadczenr wszystkich trzech systeméw przedstawionych w raporcie do-
bitnie pokazuje, ze rozwazania dotyczace dostosowania sagdéw do wykorzystania sztucz-
nej inteligencji sa do pewnego stopnia zbiezne. Wszystkie trzy jurysdykcje przyjety to
samo zalozenie, ze rozwigzanie problemu przeciazenia sagdéw praca jest mozliwe poprzez
wdrozenie nowoczesnych technologii, w tym Al. Sztuczna inteligencja moze wspomaga¢
procesy w kazdej kategorii przypisanej do inteligentnych systeméw administracji publicznej,
w tym w: (1) komunikacji z ludZmi, (2) dzialaniach wewnetrznych oraz (3) przygotowywa-
niu i podejmowaniu decyzji?**. Dodatkowo Al ma mozliwo$¢ wptywania na poprawe pracy
sadéw i trybunaléw, poniewaz moze wspomaga¢: formatowanie dowodéw?*, doreczanie
i sktadanie dokumentéw, obliczanie kosztéw procesowych, wnioskéw do sadu oraz wyko-
rzystanie uczenia maszynowego do przewidywania decyzji sadowych?3.

Zgodnie z Artificial Intelligence Index Report 2025 zaufanie w Polsce do sztucznej inteligencji
w 2024 r. zmniejszyto sie 0 4% w stosunku do 2023 r. W ujeciu globalnym wskaZnik zaufania
i pewnosci, ze firmy zajmujace sie Al chronia dane osobowe, spadt z 50% w 2023 r. do 47%
w 2024 1.3 W Polsce, podobnie jak w Malezji i Indiach, nie dostrzega sie wptywu sztucznej
inteligencji na codzienne zycie w taki sposéb jak w innych krajach?®. Trudno$¢ wynikajaca
z nastawienia do tej technologii przedktada sie bezposrednio na mozliwo$¢ jej wdrazania. Jak
zostalo wspomniane, niektére projekty Al (np. w Chinach) albo zmiany prawne (np. w USA)
musiaty zostaé porzucone ze wzgledu na negatywne nastawienie i odbiér spoteczny. Jest

zrozumiate, ze w kontekscie wdrazania rozwigzan sztucznej inteligencji pojawiaja sie obawy

241, Pilving, M. Mikiver, op. cit.; A. Limante, M. Sukyte, op. cit.
25 V. A. Laptev, D.R. Feyzrakhmanova, op. cit.

26 C.M. Harper, S.S. Zhang, op. cit.

%7 N. Maslej et al., op. cit.

238 Thidem.
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spoteczne, ktére koncentruja sie na kilku kluczowych aspektach. Chodzi najczesciej o strach
przed obnizeniem jakosci ustug (mimo Ze czas oczekiwania na rozprawy i rozstrzygniecia
wciaz ulega wydtuzeniu) oraz obawe o wiasne dane i ryzyko poddania sie kontroli spotecz-
nej. Ponadto istotny jest problem braku wptywu na algorytm, poniewaz nie ma mozliwosci
bezposredniego porozumienia sie z systemem i zaapelowania do jego ,ludzkiej natury”, co
jest potencjalnie mozliwe w kontakcie z pracownikiem sadu lub sedziami. W tym kontekscie
wprowadzanie rozwigzan sztucznej inteligencji do sagdéw mozna rozpatrywacé dwojako: z jed-
nej strony jako przejaw , zaawansowanego sadownictwa ludzkiej cywilizacji”? albo wyzszego
poziomu dojrzalosci technologicznej, a z drugiej - jako antycypacje wypierania cztowieka
z systemu?®, wymagajacego humanitarnego i empatycznego zrozumienia sprawy oraz jej
kontekstu. W dtuzszej perspektywie przejecie przez algorytmy Al znacznej czesci nadzoru
i rozstrzygania rutynowych spraw moze prowadzi¢ do sytuacji, w ktérej coraz mniej oséb
bedzie posiada¢ kompetencje i doswiadczenie niezbedne do oceny zasadnosci tych rozstrzy-
gnie¢. Wynika¢ to bedzie z faktu, ze praktyka stosowania prawa i rozstrzygania okreslonych
zagadnienl moze stopniowo zmniejszac sie wérdd sedziéw, a ich liczba - potencjalnie spadaé
z tego samego powodu. Powyzszy poglad moze by¢ postrzegany jako dyskusyjny, biorac pod
uwage nature rozwaznych materii.

W ogélnym rozrachunku trzeba wskaza¢, ze mozliwosci sztucznej inteligencji ogranicza-
ja sie obecnie do zadan specjalistycznych. Tymczasem sedziowie wykonuja szeroki zakres
zlozonych, uogélnionych zadan, ktére na obecnym etapie wykraczaja poza rozwigzywanie
pojedynczych spraw. Bez wzgledu na system prawny, co do zasady, do tych zadan naleza
interpretacja prawa, rozwazanie intereséw spolecznych oraz utrzymywanie legitymacji
i autorytetu panstwa®¥, niezaleznie od ich Zrddet.

W kontekscie rozwazan nad celem wprowadzania Al do sadéw podnoszony jest argu-
ment, ze proces ten powinien dazy¢ do usprawnienia pracy sadéw, a nie wprowadzania
automatyzacji dla niej samej**. Innym aspektem jest fakt, ze algorytmy ograniczone sa
informacjami, jakimi dysponuja. W zwigzku z tym nie maja mozliwo$ci ustalenia do-
datkowych faktéw i weryfikacji dowoddéw. Tego rodzaju ograniczenia powoduja, ze dany
algorytm opiera si¢ na posiadanych informacjach, zakladajac, ze sg one zgodne ze stanem
faktycznym. Tym samym moze on ograniczaé sie w swojej ocenie do materiatu dowodo-
wego, przyjmujac, ze dostepny materiat wyczerpuje caloksztaltt sprawy. Wynika to m.in.
z faktu, ze narzedzia sztucznej inteligencji nie maja mozliwosci poszukiwania prawdy

w jej najbardziej obiektywnej formie.

239 Thidem, s. 222.

20 T. Szancilo, B. Stepient-Zatucka, op. cit.
24 RW. Campbell, op. cit.

22 T, Szancilo, B. Stepien-Zatucka, op. cit.
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Zaawansowane wykorzystanie narzedzi Al jest uzaleznione od ich liczby, ztozonosci oraz
kompleksowosci wdrozenia w celu wspomagania pracy sedziéw i sadéw. Liczba i stopien
zintegrowania wszystkich systeméw sg kluczowe, gdyz stanowia czynnik wptywajacy na
ocene kompleksowosci wdrozenia i zastosowania tych systeméw z zamiarem osiggniecia
wezesniej wyznaczonych celéw. Jakos¢ bazy danych, na jakich zostat oparty trening sztucz-
nej inteligencji, oczywiscie réwniez ma znaczenie. Jesli baza danych, na ktérej uczyt sie
algorytm, zawierata duzo stabych lub niewiarygodnych zeznan §wiadkéw, AI moze mylnie
oceni¢ warto$¢ dowodowa wiarygodnych zeznat w nowej sprawie. W rezultacie podjeta
decyzja moze by¢ niesprawiedliwa?®.

Zupelnie odrebnym zagadnieniem, ktére wymaga rozwazenia podczas wdrazania rozwig-
zan sztucznej inteligencji, jest obawa przed tg technologia oraz konsekwencje wynikajace
z nieodpowiedniego nastawienia spotecznego. Brak odpowiedniego poinformowania jak
najwiekszej czesci spoteczenistwa moze skutkowaé deficytem wsparcia lub wrecz oporem
przed wprowadzaniem nowych technologii. W przypadku nieprawidtowej implementa-
cji technologicznej (i bez towarzyszacej kampanii informacyjnej) mozliwo$é ponownego
wdrozenia analogicznego rozwigzania w péZzniejszym czasie moze by¢ znaczaco utrudniona
ze wzgledu na sprzeciw spoteczny. Brak transparentno$ci w powyzszym procesie bedzie
najpewniej powodowat duze niezadowolenie spoteczne, ktére moze spotegowac¢ problemy
we wdrazaniu tych rozwigzan®#. Strach przed wprowadzaniem technologii AI w sadach
moze réwniez pojawi¢ sie na poziomie samych sagdéw. Co zrozumiale, pracownicy moga
poczuc sie zagrozeni. Moze to wynika¢ z obaw dotyczacych przysztych obowigzkéw po
wdrozeniu takich rozwiazan oraz niepewnosci co do zatrudnienia w dtuzszym horyzoncie
czasowym. Dlatego niezbedne beda odpowiednie szkolenia z zakresu wprowadzonych zmian
oraz - szerzej - umiejetnoéci informatycznych, poprzedzone kampania (skierowanga do we-
wnatrz) dla pracownikéw sadéw oraz samych sedziéw w celu uzyskania jak najwiekszego
poparcia dla wprowadzanych zmian.

Biorac pod uwage rozwazania na temat wspomagania pracy sedziéw przez sztuczna
inteligencje, nalezy skupi¢ wieksza uwage na takie wsparcie przy orzekaniu. W sytuacji,
kiedy koncentrujemy sie na duzym problemie, tatwo jest pomingé fakt, ze Al moze réwniez
wspomaga¢ inne aspekty pracy sedziéw i sadéw. Moze to dotyczy¢ ustalania codziennego
harmonogramu, podejmowania drobnych i rutynowych decyzji administracyjnych, ktére
w codziennej pracy pochlaniajg duza cze$é dnia (tak sedziéw, jak i personelu wspomagajacego
prace sadéw). Inng wazna materig, jaka potencjalnie moze rozstrzygaé sztuczna inteligencja,

jest ocena zasadno$ci materiatu dowodowego oraz jego prawdziwosci (fact-checking).

243 Tbidem.
244 C. Coglianese, D. Lehr, op. cit.
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6.1. Zagadnienia porownawcze

Niezaleznie od wielkosci i ztozonosci wymiaru sprawiedliwosci, wiekszo$¢ pafistw, m.in.
opisanych w tym raporcie, zmaga sie z przewlekloscia postepowan (tak w sprawach cywil-
nych, jak i karnych). W ramach poszukiwania rozwigzaf, jak zaradzié¢ temu problemowi,
wiele krajéw sklania sie do rozwazenia opcji, w ktérej sedziowie oraz personel pracujacy
w sadach beda wspomagani przez oprogramowanie oparte na sztucznej inteligencji. Chodzi
zazwyczaj o to samo - prébe odciazenia sedzidéw od zajeé najbardziej czasochtonnych, ktére do
pewnego stopnia moga zosta¢ zautomatyzowane. Dzigki temu sedziowie moga przeznacza¢
wiecej swojego czasu na decydowanie o sprawach wymagajacych zaangazowania czlowieka.

Niniejszy raport prezentuje trzy podej$cia do kwestii wspierania sedziéw za pomoca
technologii opartej na sztucznej inteligencji. Dzieki poréwnaniu tych koncepcji wytania sie
wachlarz mozliwosci, ktére moga poméc w podjeciu decyzji, jakie podejscie powinno by¢
zastosowane potencjalnie w przypadku zaangazowania w podobny proces np. w Polsce. Stany
Zjednoczone Ameryki unaoczniajg mozliwo$¢ wdrazania tego rodzaju rozwigzan w zaleznosci
od potrzeb prawnych poszczegdlnych stanéw. Jest to przyktad podejécia zdecentralizowa-
nego, aczkolwiek dostosowanego do poszczegdlnych potrzeb lokalnych organéw wymiaru
sprawiedliwo$ci. Wynika to m.in. z faktu, ze poszczegdlne sadownictwa stanowe muszg mie¢
na wzgledzie duzo wiekszg réznorodno$é ludnosci (ze wzgledu na narodowos$é, rase czy
religie) oraz sam charakter systemu common law. Biorac pod uwage duzo wieksza homoge-
nizacje polskiego spoteczenistwa w poréwnaniu do sytuacji heterogenicznego spoteczenistwa
Stanéw Zjednoczonych Ameryki, nalezy wskazaé, ze Polska ma odrobine tatwiejsze zadanie
we wprowadzaniu jakichkolwiek systeméw wspomagajacych prace cztowieka. Szczegdl-
nie jest to wazne, jesli uwzgledni sie prébe unikniecia stronniczoéci i btedéw mogacych
wynikaé z opisanych uprzedzen algorytmicznych.

Odmienne nastawienie zostato zaprezentowane przez Estonie, ktéra postawita na zu-
nifikowanie swoich ustug panistwowych. Podejscie to dobrze sie sprawdzitlo w mniejszej
jurysdykcji i byto tatwiejsze do zrealizowania. Dzieki temu Estonia mogta pozwoli¢ sobie na
wprowadzenie bardzo daleko idacych zmian. Wszystko to odbylo sie w zgodzie z zatozeniami
politycznymi i spotecznymi tego paniistwa, m.in. wywolanymi jego sytuacja geopolityczna.
Aspiracyjny charakter planowanych zmian (zgodnie z projektem e-Rzad oraz szerszym -
e-Estonia) wymusit bardzo szczegétowe planowanie. Zakres planowanych reform spowo-
dowat, ze rézne ustugi panistwowe z samego zalozenia musiaty zostaé ze soba zintegrowane
w sposéb przyjazny dla odbiorcéw tych $wiadczeri publicznych (wiaczajac w to obstuge
spraw sagdowych).

Chiny obraly nieco inng Sciezke, gdzies pomiedzy skonsolidowana Estonig a zdecentra-

lizowanym podejsciem przyjetym w USA. Pomimo swojego scentralizowanego charakteru
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Chiny, jesli weZzmie sie pod uwage wielkos¢ tej jurysdykeji i liczbe sadéw w niej funkcjonu-
jacych, postawily na oddolne inicjatywy podobnie jak USA. Niemniej jednak réznica pole-
gala na tym, ze te chiniskie inicjatywy, ktére sprawdzity sie na szczeblu lokalnym, byty wdra-
zane na dalszym etapie w ramach catego chinskiego wymiaru sprawiedliwo$ci. Zezwolono
zatem na pewien stopienl wolnosci, tak by najlepiej sprawdzajace si¢ rozwigzania mogty by¢
przeniesione do systemu centralnego, zastepujac na dalszym etapie mnogosé mniejszych,
mniej efektywnych inicjatyw. Podobnie jak w Estonii, w Chinach etap wdrazania sztucznej
inteligencji majacej wspiera¢ prace sedziéw poprzedzila szeroko zakrojona informatyzacja
calego kraju i wszystkich sadéw. W obu tych krajach inwestycje w infrastrukture miaty
stanowi¢ poczatek dalszych zmian umozliwiajacych testowanie i wdrazanie poszczegélnych
rozwigzan Al.

Kazde z przedstawionych podej$¢ miato swoje wady i zalety. W Stanach Zjednoczonych
Ameryki preferowano dotychczas rozwigzania lokalne, dostosowane do jurysdykcji stano-
wych. Bylo to podyktowane m.in. obawami o odpowiedzialno$é prawng za uzycie systemu,
ktéry méglby nie respektowaé stanowego prawa stanowionego i lokalnych precedenséw.
Natomiast Chiny postawily na ambitng integracje sztucznej inteligencji i testowanie pét-
autonomicznych wirtualnych sedziéw. Jedno z gléwnych wyzwan dla inteligentnych sadéw
w Chinach wiazalo sie z zachowaniem réwnowagi pomiedzy dazeniem do efektywnosci
a podstawowymi zasadami sprawiedliwosci. Odbylo sie to kosztem niezaleznosci sadéw i nie-
zawistosci sedzidéw, szczegdlnie nizszego szczebla. Estonia natomiast wytania sie jako wiodacy
model odpowiedzialnej i zintegrowanej sztucznej inteligencji w ramach demokratycznych
ram, charakteryzujacy sie dojrzalg infrastruktura e-administracji. Model ten byt mozliwy do
wdrozenia dzieki determinacji 0oséb zaangazowanych w ten proces, a takze dzieki mniejszej
skali (w poréwnaniu do pozostatych dwéch krajéw), w jakiej nalezato wprowadzié te zmiany.
W kazdym z tych krajéw chciano wspoméc przecigzone systemy wymiaru sprawiedliwo$ci
poprzez odciazenie ich od czasochlonnych zaje¢ i wprowadzenie rozwiazan zapewniajacych

efektywnos¢ pracy sedziéw i personelu administracyjnego sadéw.

6.2. Uwagi ogéine

Decyzje dotyczace wdrazania systeméw opartych na sztucznej inteligencji w sagdownictwie
powinny uwzglednia¢ szereg kluczowych zagadnien. Nalezy okresli¢, kto powinien nadzo-
rowa¢ proces budowy i implementacji tych rozwigzan. Dodatkowo nalezy rozwazy¢, jakie
kompetencje techniczne, prawne i organizacyjne sa w tym zakresie niezbedne. Szczegélng
uwage nalezy poswieci¢ kwestii ochrony kontrwywiadowczej. Jest to niezmiernie istotny

element, pozwalajacy zabezpieczy¢ caly system przed ingerencja ze strony obcych wywiadéw
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i podmiotéw zewnetrznych. Réwnoczesnie konieczne sa modernizacja i unifikacja istnie-
jacych baz danych. Jest to niezbedne, by uzyska¢ ich pelng kompatybilno$é¢ z rozwigzania-
mi cyfrowymi. Taki proces jest konieczny nie tylko dla sprawnego wdrozenia systeméw Al,
ale réwniez zapewnienia jako$ci danych wykorzystywanych do trenowania algorytméw oraz
oceny ich dziatania w praktyce.

Ponadto przy podejmowaniu decyzji o dalszym rozwijaniu technologii AI na potrzeby
wymiaru sprawiedliwo$ci szczegdlny nacisk nalezy potozy¢ na zachowanie integralnosci
etycznej oraz przejrzystosci dzialania systeméw. W tym celu nalezy analizowaé zaréwno
potencjalne korzyéci, jak i wyzwania (w tym zagrozenia dla praw czlowieka oraz inne kwe-
stie etyczne). W procesie tym istotne bedzie réwniez rozwazenie, czy technologie Al maja
jedynie wspieraé prace sedziéw, czy tez - w okreslonych obszarach - cze$ciowo na jakims$
etapie moga ich zastapié. W szerszej perspektywie implementowanie narzedzi AI w celu
wspierania pracy sedziéw moze stanowi¢ podstawe budowy elektronicznego wymiaru spra-
wiedliwosci*®, stad powyzsze rozwazania wymagaja szczegdlnej ostroznosci i uwzglednienia
odpowiedzialnosci legislacyjnej.

Obecnie nastepuje powolna zmiana dotychczasowego paradygmatu, ktéry zakladal, ze
algorytmy, w tym modele sztucznej inteligencji, powinno sie trenowaé wylacznie na duzych
bazach danych?®. Dodatkowo w ostatnim czasie opublikowano wyniki badan potwierdza-
jace (jak wczesniej wspomniano), ze jezyk polski jest optymalnym jezykiem?¥ przy tzw.
promptowaniu (prompting), polegajacym na dostarczaniu instrukeji lub zapytan systemowi
sztucznej inteligencji. Paradoks tej sytuacji polega na tym, ze oprécz kwestii $cisle lingwi-
stycznych wptyw na nig ma réwniez ilo§¢ danych uzytych do treningu systeméw, poniewaz
ilo§¢ materiatéw w jezyku polskim dostepnych do uczenia Al jest niewspétmiernie mniejsza
niz np. w angielskim.

Inng wazng do rozwazenia materig przy podejmowaniu decyzji o wprowadzaniu sztucznej
inteligencji wspierajacej prace sadéw jest zrédlo tej technologii. Nalezy rozwazy¢, jakie pod-
mioty maja stworzy¢ i dostarczy¢ tego rodzaju oprogramowanie i jak bedzie ono wspierane
dtugofalowo. Chodzi nie tylko o kwestie, czy bedzie to podmiot publiczny (np. uczelnia wyz-
sza), czy prywatny, ale réwniez o to, czy oprogramowanie to bedzie stworzone od poczatku,
czy z wykorzystaniem juz istniejacych rozwiazan (licencyjnych lub open-source®*®). Niezbed-

ne moze si¢ okaza¢ w tym wzgledzie réwniez wsparcie kontrwywiadowcze, zapewniajace

25 B. Kaucz, Artificial Intelligence..., op. cit.

246 Na przyktad: E. Strickland, A. Ng, AI Minimalist: The Machine-Learning Pioneer Says Small Is the New Big,
,IEEE Spectrum” 2022, vol. 59, no. 4, April, s. 22-50, https://doi.org/10.1109/MSPEC.2022.9754503.

27'Y. Kim et al., op. cit.

248 Obecnie OpenAl (jedna z przodujacych firm na rynku Al, ktére stworzyty ChatGPT) udostepnia niektére
ze swoich modeli w formie open-source. Na rynku istniejg réwniez inne tego typu oferty, proponowane przez
rézne podmioty.
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profilaktyczne przeciwdziatanie wspierajace cato$¢ prac nad rozwojem, wprowadzeniem
iutrzymaniem takiego systemu dtugofalowo. Jeszcze inng kwestig bedzie material, jaki zosta-
nie wykorzystany do trenowania Al, i jego zrédlo. Tutaj nalezatoby sie zastanowié, czy przy
uwzglednieniu zmiany w procesie instancyjnosci beda brane pod uwage: (1) tylko historycz-
ne wyroki sadéw, (2) wytacznie wyroki prawomocne czy tez (3) wszystkie wyroki, a takze
(4) inne rozwigzania wraz z ich scenariuszami. Wykorzystujac tylko historyczne wyroki,
trening systemu moze doprowadzi¢ do powielenia wecze$niejszych rozstrzygnie¢ sgdowych.
Moze to wynikaé z ograniczen takiego rozwigzania, ktére niekoniecznie uwzglednia zmiany
prawne zachodzace w czasie. Taka sytuacja stworzylaby ryzyko wprowadzenia nieformalnego
systemu precedensu. Mogloby to wynika¢ z faktu, ze kolejne wyroki beda oparte gtéwnie na
historycznych rozstrzygnieciach. Moze to spowodowa¢ trudnosci w odstgpieniu od ustalonej
linii orzeczniczej (w zaleznosci od ograniczeri systemowych), nawet je$li wymaga tego sytu-
acja wynikajaca ze zmian prawnych lub nowych interpretacji przepiséw. Moze to negatywnie
wplynaé na dyskrecje sedzidéw oraz niezalezno$¢ sadéw w podejmowaniu rozstrzygniec.
Dla wielu oséb moze by¢ trudne albo wrecz niemozliwe, by zwizualizowaé w jakis roz-
sadny sposéb wizje wspdtpracy sztucznej inteligencji z sedziami. Dla wielu od razu do gto-
wy przyjda obrazy rozmowy robota z cztowiekiem. Tego rodzaju wizualizacje by¢ moze sa
do pewnego stopnia uzyteczne, ale nie oddajg w zaden sposéb natury wspétpracy sedzidéw
z systemami sztucznej inteligencji. W rzeczywistosci wspédtpraca ta opiera sie w gléwnej
mierze na wprowadzaniu danych do odpowiedniego oprogramowania i przetwarzaniu ich
przez systemy komputerowe. Sztuczna inteligencja jest zdolna analizowa¢ te dane w celu
ich dalszego wykorzystania. W coraz wiekszym stopniu to samo oprogramowanie sugeruje

dalsze rozwigzania lub rozstrzygniecia, wynikajace bezposrednio lub posrednio z tej analizy.
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